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We investigate a noncanonical agreement pattern in American English in which a fronted

wh-phrase appears to control agreement on an inflected auxiliary, as in Which flowers are the gar-
dener planting? (Kimball & Aissen 1971). We explore this phenomenon with five acceptability-
judgment experiments and interpret the resulting data with the aid of a quantitative model of the
judgment process. Our study suggests that fronted wh-phrases interfere with agreement primarily
as a function of their linear and structural position, and that this effect is not significantly modu-
lated by overt case or thematic cues in off-line judgments. We suggest that our findings support a
model of agreement processing in which syntactic phrases compete to control agreement on the
basis of their structural and linear position with respect to the inflected verb.*
Keywords: agreement, syntax, psycholinguistics, agreement attraction, experimental linguistics,
grammatical illusions

1. Introduction. Over the last several decades, the study of agreement phenomena
in natural language has proven fruitful for both psycholinguistics and theoretical lin-
guistics. In recent psycholinguistic traditions, agreement has been influential for the de-
velopment of theories of language production (see Bock & Middleton 2011 and Franck
2011 for reviews) and more recently for the development of theories of syntactic com-
prehension (Clifton et al. 1999, Dillon et al. 2013, Pearlmutter et al. 1999, Tanner et al.
2014, Wagers et al. 2009). In the present article we contribute to this broad research
program by investigating the effects that a fronted wh-object can exert on the percep-
tion of agreement dependencies within a sentence. Our study begins with an observa-
tion, first theoretically described by Kimball and Aissen (1971), that a fronted object in
a wh-question appears to be able to license agreement on an inverted auxiliary. For ex-
ample, the sentence in 1 seems acceptable (at least to some degree), despite the fact that
the auxiliary do bears the same number specification as the object What people, instead
of the subject Muttonhead.

(1) What people do Muttonhead address his words to? (Kimball & Aissen 1971:245)

Kimball and Aissen noted that similar effects arise in object relative clauses (e.g. Mark
knows the people who Clark think are in the garden; Kimball & Aissen 1971:241). For
object relative clause configurations, subsequent experimental research has verified and
extended this observation using both production and comprehension tasks (Bock &
Miller 1991, Clifton et al. 1999, Franck et al. 2010, Staub 2009, 2010, Wagers et al.
2009). There is relatively less work that has investigated how speakers treat configura-
tions like 1.

In this article we evaluate a number of hypotheses about the mechanism by which a
moved object comes to play a role in the computation of verbal agreement, focusing on
rootwh-question configurations like 1. There are three classes of explanation that we en-
tertain. First, we consider whether this effect reflects a process that allows the fronted
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wh-object to transmit its number feature to the subject (feature-transmission ac-
counts). A second possibility is that agreement errors arise in 1 because speakers experi-
ence some degree of uncertainty about which phrase is the subject (subject-confusion
accounts), which might arise if speakers initially take the fronted wh-phrase to be a sub-
ject (Gorrell 1998).

The results we report lead us to doubt both feature-transmission and subject-confu-
sion accounts of the object agreement in 1 and to advocate for a third possibility. Our re-
sults suggest that speakers determine the phrase that controls agreement by jointly
considering the structural prominence and linear configuration of possible candidate
controllers. On this view, the selection of an agreement controller is essentially a dis-
crete and configurationally determined process, but in certain structural configurations
speakers fall prey to a high degree of syntactic interference that prevents them from re-
liably identifying the target agreement controller, despite having an appropriate parse of
the sentence. The results presented here thus support and extend the proposals of
Franck and colleagues (Franck 2011, Franck et al. 2006, Franck et al. 2010), who have
argued that the linear and syntactic arrangement of phrases in a sentence is a prime de-
terminant of agreement errors, as well as accounts that emphasize the role of syntactic
interference in working memory as a source of error in agreement processing (Badecker
& Kuminiak 2007, Wagers et al. 2009).

The article is structured as follows. First we introduce feature-transmission accounts
of agreement attraction. Next, we turn to a discussion of subject-confusion accounts of
agreement attraction and show how these accounts have been offered as an explanation
for the apparent object agreement in 1. We then present an alternative view of the
source of noncanonical agreement in 1. We present five acceptability-judgment experi-
ments that map out the conditions under which a fronted wh-object appears to control
agreement in sentences like 1 and interpret these results with the aid of a quantitative
model of the judgment process. We conclude that an in-depth look at the object-agree-
ment effects in 1 supports the existence of a variable-choice agreement-controller se-
lection process that is highly sensitive to configurational information, but relatively
insensitive to overt thematic or case cues.

1.1. Feature-transmission accounts of agreement attraction. Properties of
the production and/or comprehension systems lead to characteristic deviations from
canonical subject-verb agreement in English and other languages, a phenomenon
broadly referred to as agreement attraction (Bock & Miller 1991). A widely cited
example from Bock and Miller (1991) is given in 2.

(2) a. The key to the cabinets are getting rusty.
b. The keys to the cabinet is getting rusty.

Bock and Miller (1991) showed that when a singular subject is modified by a preposi-
tional phrase that contains a plural ‘local’ noun, speakers produce plural agreement at a
rate that is higher than expected (see also Bock & Cutting 1992, Eberhard et al. 2005,
Solomon & Pearlmutter 2004, Vigliocco et al. 1995, among others). One well-attested
feature of this phenomenon is the plural asymmetry effect: plural local nouns as in 2a
lead to a relatively high rate of attraction errors, whereas unmarked singular local nouns
as in 2b do not reliably cause attraction errors (Bock & Miller 1991).

Some theories of this phenomenon ascribe the error in 2a to a feature-transmission
process that takes the morphological number feature of the local noun cabinets and
transmits it to the head noun key, where it then in turn controls verbal agreement. The
marking-and-morphing model of agreement production is one such theory (Eberhard
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et al. 2005; see also Bock & Middleton 2011). On this model, attraction effects arise be-
cause the subject NP in configurations like 2 bears a real-valued number feature that
represents a weighted combination of the number values of all NPs contained within it.
This singular-and-plural (SAP) value represents a graded degree of morphological
plural marking on the subject NP, and this value controls the probability of selecting a
plural or singular form of the verb during the course of production. A closely related ac-
count of the attraction errors in 2 is the feature-percolation account. This account holds
that features may optionally percolate throughout a syntactic tree, and thus in 2a the
plural feature of the local noun may probabilistically overwrite the number features of
the head noun (Bock & Eberhard 1993, Franck et al. 2002, Vigliocco & Nicol 1998).

Attraction is not limited to local nouns contained within the subject NP: Hartsuiker,
Antón-Méndez, and van Zee (2001) observed attraction from an object NP in SOV con-
figurations in Dutch. This finding has led both percolation and gradient-number ac-
counts of agreement attraction to allow for number features to spread to the subject NP
from anywhere in the structure (Eberhard et al. 2005, Hartsuiker et al. 2001). Because
existing feature-transmission accounts already admit the possibility that an object may
pass its features to the subject, these accounts predict attraction in wh-object configura-
tions in 1.

This model provides an explanation of some key features of agreement attraction. At-
traction is primarily sensitive to the morphological specification of the local noun: no-
tionally plural local nouns such as group do not generate attraction errors (see reviews
in Bock & Middleton 2011, Eberhard et al. 2005). This is expected if attraction errors
are the result of the spreading of morphosyntactic features. In addition, the attraction ef-
fect is not modulated by the linear distance between the local noun and the inflected
verb. Instead, the structural distance between the local noun and the head noun deter-
mines the rate of attraction in these configurations (Bock & Cutting 1992, Bock &
Miller 1991, Franck et al. 2002, Franck et al. 2010, Vigliocco & Nicol 1998; but cf.
Gillespie & Pearlmutter 2013). This finding is expected if feature transmission occurs
over a syntactic structure, rather than over a linear string of words.1 Note that in feature-
transmission models, it is generally assumed that the identification of the subject occurs
without error.

To our knowledge, all feature-transmission accounts of attraction explain the number-
markedness asymmetry effect in the same way. They assume a privative feature-coding
scheme, whereby marked NPs (the cabinets) bear an overt [plural] specification and
unmarked NPs (the cabinet) simply have no featural representation of number (Eberhard
1997, Eberhard et al. 2005). Only plural nouns cause attraction, then, because only plu-
ral nouns are represented with a morphological number specification that can overwrite
the features of the head noun.

If we extend these accounts to model the apparent object-agreement configuration in
1, then several predictions follow. The first is a strong plural asymmetry effect. The pri-
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number representation of the subject.



vative number-coding mechanism invoked by these accounts predicts that object agree-
ment should be possible with plural objects (3a), but not with singular objects (3b).

(3) a. Which flowers are the gardener planting?
b. Which flower is the gardeners planting?

Because the singular object in 3b bears no morphological representation of number, it
should be unable to interfere in the agreement process. These models thus make the
strong prediction that no attraction should arise in 3b. Kimball and Aissen’s (1971) the-
oretical model makes a similar prediction, for essentially the same reason. Because they
also used privative coding of number in their account, their model shares the prediction
that singular wh-objects should not interfere with the agreement process at all.

Further predictions about the effect in 1 depend on the specifics of the feature-
spreading mechanism. In the marking-and-morphing model, all NPs deterministically
contribute to a real-valued SAP number that is marked on every subject NP. On this
model, the subject in the object-agreement configurations like 1 or 3 would bear an in-
termediate number value that represents a blending of the number features of the sub-
ject and the object. Importantly, the subject receives such an intermediate value for
number every time such a configuration is processed. Staub (2009, 2010) argued that
this intermediate representation of number predicts that speakers should be characteris-
tically slower or less confident in computing agreement in attraction configurations.
This is because as the representation of the number on the subject becomes more am-
biguous between singular and plural, the decision about which verbal inflection to se-
lect should grow more difficult. Staub showed that this prediction was borne out for
intervening attraction configurations as in 2a.

If a gradient mechanism like SAP is responsible for the object agreement in 1 and 3,
then we predict that the acceptability of these sentences should be gradiently impacted
by feature mismatch between the object and subject. In the context of an acceptability-
judgment task, this means that participants should perceive 1 as neither fully acceptable
nor fully unacceptable. Instead, it should receive a rating closer to the middle of the
scale. If, however, the feature-transmission process in 1 is better modeled with a dis-
crete mechanism like feature percolation, substantial trial-to-trial variation should be in
evidence. Since feature percolation may or may not happen on any given presentation
of a sentence, there should be a mixture of responses to sentences like 1. When the ob-
ject’s plural feature has percolated to the subject, it should be perceived as fully unac-
ceptable. When it has not, it should be perceived as fully acceptable.

1.2. Subject-confusion accounts. Feature-transmission accounts of agreement at-
traction focus on how the subject NP could come to bear an erroneous number specifi-
cation. In general, these models implicitly assume that the selection of the agreement
controller in attraction configurations proceeds without error. However, it is also possi-
ble that errors in 1 and 2 could arise because speakers are momentarily confused about
which phrase is the subject. We refer to theories that explain attraction errors in this way
as subject-confusion accounts.

For example, Gorrell (1998) offers a treatment of this effect in terms of misanalysis
of the initial wh-object. In an incremental parse, the initial wh-object may well be
treated as a subject. If perceivers initially take the wh-phrase as a subject, then they
should enforce an agreement relation between the wh-phrase and the auxiliary. Tempo-
rary misanalysis, coupled with incremental processing, will lead to a perception of ill-
formedness whenever the wh-phrase and the auxiliary fail to agree in number. On this
view, the controller for agreement is misidentified because the grammatical roles for
each of the arguments in the sentence have been incorrectly assigned.
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Bock and Miller (1991) suggest that subject confusion of a similar sort is responsible
for a subset of attraction errors. They suggested that temporary confusion about which
NP is the subject of the sentence gives rise to apparent agreement attraction effects in
nonintervening attractor configurations like 4.

(4) The politicians that the flag were …

Bock and Miller argued that in sentences like this, the agreement error reflected ‘sub-
ject misidentification’. Their argument was based on the finding that the nonintervening
agreement error in 4 is sensitive to the animacy of the nouns involved: when the head of
the relative clause is animate, and thereby more subject-like, more attraction errors are
observed. In contrast, animacy does not impact the amount of agreement attraction con-
tributed by the local noun in configurations like 2 above. Furthermore, they observed
that continuations of sentence preambles as in 4 suggested that subjects had incorrectly
interpreted the politicians as the subject of the embedded clause when an agreement
error was made. An inspection of the continuations for canonical attraction configura-
tions (2a) found no such relation. Staub (2010) also argued that agreement errors in
configurations like 4 reflected subject misidentification. This argument was based on a
distributional analysis of response times (RTs) in a timed agreement-selection task (see
Staub 2010 for details). He observed that RTs for correct agreement responses in the
configuration in 2 involved a shift in the location and the skew of the RT distribution,
whereas nonintervening attractors as in 4 resulted in an effect almost exclusively in the
tail of the RT distribution. This pattern suggests that the attraction in configurations like
4 is driven by a subset of difficult trials, exactly the kind of trial-to-trial variation pre-
dicted by the ‘subject misidentification’ account.

Subject-confusion accounts share a key central prediction: the less subject-like the
local noun is, the less likely it is to interfere with agreement processes. This is because
making the attractor less subject-like decreases the probability of misanalyzing the
structure, which should in turn reduce or eliminate the possibility of agreement errors.

1.3. Syntactic-interference accounts. A third possibility is that agreement errors
arise not because the structure has been misanalyzed, or because the true agreement con-
troller bears an erroneous number specification, but because an error arises when pro-
ducers or comprehenders search a syntactic parse for a phrase to license verbal
agreement. Badecker and Kuminiak (2007; see also Badecker & Lewis 2007) offer one
such account. They proposed that agreement-controller selection proceeds using a cue-
based memory-retrieval mechanism. On this view, in order to determine the number
specification for an inflected verb, a producer must search working memory for a syn-
tactic representation of the subject in order to copy its features onto the verb. A cue-based
retrieval mechanism searches working memory by matching retrieval cues (i.e. the fea-
tures of the desired representation) against the contents of memory and selecting a rep-
resentation for processing on the basis of its match with the retrieval cues. This leads to
agreement attraction in configurations like 2, because the local noun bears some subject-
like features, such as its preverbal position and its lack of overt objective case. Because
it partially matches the retrieval cues for an agreement controller, the retrieval process
may erroneously identify the local noun as the controller. Badecker and Kuminiak sup-
ported this hypothesis by showing that in Slovak, only local nouns that were homopho-
nous with nominative case caused agreement attraction; local nouns that were
unambiguously marked as accusative case did not. This is predicted on the retrieval-
based account, because the local nouns that were superficially compatible with nomina-
tive case are arguably more subject-like than those with unambiguous objective case.
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Wagers, Lau, and Phillips (2009) provided further arguments in favor of memory-
retrieval models of agreement attraction. They looked at agreement attraction in compre-
hension, where it is possible to investigate the influence a local noun has in normatively
grammatical sentences (the key to the cabinets is rusty), as well as normatively ungram-
matical sentences (the key to the cabinets are rusty). One central finding of their study is
that the influence of local nouns is limited to ungrammatical sentences in reading time and
speeded judgment measures: ungrammatical agreement can be reliably ‘rescued’ by a
feature-matched local noun, but grammatical agreement is not made less acceptable or
more difficult by a feature-mismatched local noun. For example, self-paced reading times
at was in examples like 5a were not affected by the number of the local noun, and in a
speeded acceptability task, the rate of ‘acceptable’ responses was not impacted by the
number of the local noun. In contrast, the number of the local noun in examples like 5b had
a significant impact on reading times and acceptability rates.When the local noun was plu-
ral, reading times were faster and the sentence was judged more acceptable (for similar
findings with eye-tracking, see Dillon et al. 2013; for similar findings with event-related
potentials (ERPs), see Tanner et al. 2014).

(5) a. *The key to the cabinet(s) was rusty from years of disuse.
b. *The key to the cabinet(s) were rusty from years of disuse.

The grammatical asymmetry effect has been offered as evidence for a cue-based re-
trieval process to identify the agreement controller (Dillon et al. 2013, Tanner et al.
2014, Wagers et al. 2009). In grammatical sentences like 5a, the cues contributed by
the verb was provide a very good match to key, leading to a high probability that it will
be retrieved as an agreement controller. The local noun cabinets is a very poor match
to the cues in the verb and thus is very unlikely to interfere in the agreement process.
In ungrammatical sentences like 5b, however, the cues contained in the verb were are
an imperfect fit both to the head noun key and to the local noun cabinets: syntactic-
configurational cues match key, but number-feature cues match cabinets. Agreement at-
traction thus arises in this configuration because the retrieval cues underdetermine
which phrase is the agreement controller, creating the possibility that the local noun
cabinets is incorrectly selected to control agreement.

Finally, Franck and colleagues (Franck 2011, Franck et al. 2006, Franck et al. 2010)
offer a similar account of agreement attraction errors in terms of syntactic interference,
broadly construed. Franck and colleagues argue that the notions of c-command and lin-
ear precedence are the prime determinants of agreement attraction. In their account,
agreement attraction in examples comparable to 4 is the result of a syntactic trace asso-
ciated with the moved object that intervenes hierarchically between the subject and the
verb. They argue that the object trace is in a specifier-head relationship with the in-
flected verb at an intermediate level of representation. Because there is an intermediate
level of representation that puts the object in a position that is structurally quite close to
the verb (the object both c-commands and is in a specifier-head relationship with the
verb), the likelihood of increasing syntactic interference is increased, and agreement-
attraction errors are more likely.

1.4. The current study: agreement with wh-objects. As the preceding review
makes clear, existing theories of agreement processing offer many different explana-
tions for how the wh-object could come to influence agreement in configurations like
1. It is possible that the wh-object is structurally close enough to the subject to transmit
its feature values to it, as in, for example, marking-and-morphing or feature-percolation
models. It is possible that the wh-object influences agreement processing simply be-
cause of the temporary ambiguity of the initial wh-object: if it is initially parsed as a
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subject, it should then control agreement. Lastly, the fronted wh-object bears many
subject-like features: it is in a preverbal specifier position and does not have overt ob-
ject case. So the effect in 1 may arise because the wh-object has many subject-like fea-
tures, and so has a high probability of being retrieved when comprehenders search a
syntactic parse for a phrase to control agreement.

In the present article we explore the effect in 1 using acceptability judgments to bet-
ter understand the nature of this phenomenon. To preview, the results of our investiga-
tion lend broad support to the syntactic-interference view of agreement errors, although
the details of our results suggest some amendments to existing models of syntactic in-
terference. Specifically, we argue that object agreement arises in 1 during the stage
where a controller is identified, a claim we share with memory-retrieval accounts of
agreement attraction phenomena. However, our results suggest that controller selection
depends primarily on configurational factors—the linear and structural arrangement of
NPs in the sentence—and is relatively less sensitive to thematic or case cues to subject-
hood. The wh-object in 1 is a tempting controller for agreement because it is linearly
adjacent to the auxiliary and is in a close syntactic relationship with this auxiliary (e.g.
a specifier-head relationship).

In experiment 1, we establish the effect using a simple off-line acceptability-judg-
ment task. One goal of this first experiment was to determine whether acceptability
judgments provide an appropriate tool for investigating these effects. In addition, we
develop an explicit model of the judgment process to derive quantitative predictions
about the distribution of acceptability judgments in our experiment. To preview the re-
sults of our study, experiment 1 does demonstrate an effect of a mismatching wh-object
in both grammatical and ungrammatical sentences. Experiments 2 and 3 then focus on
the extent to which this effect is alleviated when unambiguous cues to the grammatical
roles of the object (in experiment 2) or the subject (in experiment 3) are provided. Ex-
periments 4 and 5 focus on the potential role of linear adjacency or proximity between
the wh-object and the verb.

2. Experiment 1. Experiment 1 tests whether a mismatch in features between a
fronted wh-object and the subject influences acceptability in off-line acceptability
judgments using a seven-point rating scale. The primary goal of experiment 1 is to es-
tablish the utility of off-line judgment methodology for investigating agreement-error
phenomena. Specifically, we ask whether a number mismatch between the subject NP
and a fronted wh-object causes a drop in acceptability ratings in sentences that are
structurally identical to 1. Second, we ask whether the magnitude of the mismatch ef-
fect is the same for singular and plural subjects. In production and comprehension stud-
ies on agreement attraction phenomena, it is widely observed that mismatch effects are
more pronounced for singular subjects than for plural subjects. Lastly, we ask whether
any mismatch effects impact ungrammatical and grammatical sentences to the same de-
gree. In reading studies and speeded judgment studies on agreement attraction phenom-
ena, mismatch effects seem to be more pronounced in ungrammatical sentences (Dillon
et al. 2013, Tanner et al. 2014, Wagers et al. 2009). However, the grammatical asymme-
try effect seems to be less robust for off-line judgment methodology (Häussler & Bader
2009, Nicol et al. 1997), and even for on-line comprehension measures, some studies
have shown a reliable mismatch effect for grammatical sentences (Franck et al. 2015).

2.1. Method.
Participants. For all five experiments, speakers of American English were re-

cruited using Amazon’s Mechanical Turk (https://www.mturk.com). Participation was
restricted to workers with IP addresses in the United States. Prior to participation in the
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experiment, participants filled out a questionnaire aimed at assessing their language
background. Participants gave informed consent and were paid $1 for their participation
in the experiment. In experiment 1, forty-four participants were recruited this way. All
participants reported that English was their native language. Completion of the survey
took approximately eight minutes on average.
Materials. We developed sixteen sets of experimental items that consisted of

the eight experimental conditions shown in Table 1. Experiment 1 had a fully crossed
2 × 2 × 2 design with the factors subject/object number match (match or mismatch),
subject number (singular or plural), and grammaticality (grammatical or ungram-
matical), resulting in two observations per condition per subject.All experimental items
were object wh-questions in the present progressive or in a present form of a passive
structure. All items thus had a present-tense form of be as the agreement-bearing auxil-
iary in the question. Across items, there was variation in the grammatical role of the wh-
object (direct or indirect object), as well as variation in the animacy of the head of the
wh-phrase. Of our sixteen items, one was removed after data collection in experiment 1
due to an unforeseen ambiguity, leaving fifteen item sets for analysis.

In all five experiments reported here, the sixteen critical experimental items were
combined with the same sixteen filler sentences. Fillers included both grammatical and
ungrammatical sentences. Unacceptable items included unlicensed negative polarity
item dependencies and ungrammatical sequences of tense.
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match subject gram label
Match Singular Gram SSS Which tree is the gardener planting?
Mismatch Singular Gram PSS Which trees is the gardener planting?
Match Plural Gram PPP Which trees are the gardeners planting?
Mismatch Plural Gram SPP Which tree are the gardeners planting?
Mismatch Singular Ungram *PPS *Which trees are the gardener planting?
Match Singular Ungram *SPS *Which tree are the gardener planting?
Match Plural Ungram *SSP *Which tree is the gardeners planting?
Mismatch Plural Ungram *PSP *Which trees is the gardeners planting?

Table 1. Illustration of material in experiment 1. ‘Label’ refers to number (Singular/Plural) of object,
auxiliary, and subject respectively.

Procedure. The critical sentences were distributed into eight Latin-square lists, and
each participant was assigned to a different list. For each participant, the order of pres-
entation was randomized, subject to the constraint that no two critical experimental
items appeared adjacent to each other. The questionnaire was administered over the in-
ternet using the IbexFarm experimental software (http://spellout.net/ibexfarm). Partici-
pants were instructed to rate sentences on a 1–7 Likert scale according to what sounded
like ‘acceptable’ English and were given three examples to introduce them to the task.
Each trial consisted of a single sentence presented on the screen, and the seven response
options were listed below the sentence. Participants responded by choosing their de-
sired rating using either the mouse or the number keys on the keyboard. To remind par-
ticipants of the interpretation of the Likert scale, the left end of the scale was labeled
‘Bad’, and the right end of the scale was labeled ‘Good’. Participants were allowed to
take as long as they liked to judge the sentences. Reaction times were recorded, but not
analyzed.

2.2. Results. Average ratings for all experimental conditions are presented in Table
2, along with by-participant standard errors corrected for between-participant variance



(Bakeman & McArthur 1996). The rating scores were analyzed using separate by-
participant (F1) and by-item (F2) repeated-measures ANOVAs.
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2 All confidence intervals (CIs) reported in this article are by participant.

grammatical ungrammatical
singular subject plural subject singular subject plural subject

match 6.7 (±0.13) 6.6 (±0.15) 2.6 (±0.14) 3.2 (±0.17)
mismatch 4.2 (±0.23) 5.6 (±0.21) 4.6 (±0.21) 3.6 (±0.22)

Table 2. Means of ratings, experiment 1. Parentheses represent standard error corrected for
between-participant variance, following Bakeman and McArthur (1996).

Statistical analysis revealed significant main effects of grammaticality (F1(1,43) =
187.2, p < 0.05; F2(1,14) = 172.1, p < 0.05), subject number (F1(1,43) = 5.7, p < 0.05;
F2(1,14) = 3.68, p < 0.1), and subject/object mismatch (F1(1,43) = 12.9, p < 0.05;
F2(1,14) = 13.0, p < 0.05). These main effects were qualified by a three-way interaction
(F1(1,43) = 51.4, p < 0.05; F2(1,14) = 32.5, p < 0.05) and by significant interactions of
subject/object mismatch with grammaticality (F1(1,43) = 79.6, p < 0.05; F2(1,14) =
136.4, p < 0.05) and subject number with grammaticality (F1(1,43) = 8.4, p < 0.05;
F2(1,14) = 10.8, p < 0.05).

To understand the nature of our three-way interaction, we computed planned com-
parisons on the effect of subject/object mismatch (the mismatch effect) for each level
of subject number and grammaticality. Planned comparisons revealed that subject/
object mismatch led to significant decreases in acceptability for grammatical sentences.
This was significant both for singular subjects (t1(43) = −8.6, p < 0.05; t2(14) = −9.6,
p < 0.05; 95% CI = [−3.1, −2.0])2 and for plural subjects (t1(43) = −3.9, p < 0.05;
t2(14) = −4.2, p < 0.05; 95% CI = [−1.6, −0.5]). In contrast, subject/object mismatch led
to a reliable increase in acceptability for ungrammatical sentences. In pairwise compar-
isons this was significant only for singular subjects (t1(43) = 7.2, p < 0.05; t2(14) = 5.7,
p < 0.05; 95% CI = [1.4, 2.5]); there was no statistically reliable mismatch effect for un-
grammatical sentences with plural subjects.

2.3. Discussion. In experiment 1, we observed reliable mismatch effects in off-line
acceptability ratings. For grammatical sentences, a mismatch in number features be-
tween the number of the subject and of the object led to a decrement in acceptability.
For ungrammatical sentences, a mismatch in the features of the subject and object led to
an increase in acceptability. Overall, this pattern suggests that the number features of
the object exert a reliable effect on intuitive acceptability of these sentences, lowering
acceptability when they mismatch the number features of the verb, and increasing ac-
ceptability when they match the features of the verb. This confirms the intuitive obser-
vations of Kimball and Aissen (1971). In addition, we observed the expected effects of
grammaticality, that is, lower ratings for ungrammatical sentences.

Planned comparisons revealed that not all of the mismatch effects were of equal mag-
nitude. In particular, the absolute magnitude of the mismatch effect is larger when the
subject is singular than when it is plural, for both grammatical and ungrammatical sen-
tences alike. In fact, for plural subjects we observed a significant mismatch effect only
in grammatical sentences; this effect did not reach significance in ungrammatical sen-
tences. Interestingly, we also observed a significant interaction of subject number and
grammaticality, reflecting a smaller effect of grammaticality for plural subjects than for
singular subjects.



The results of experiment 1 show mismatch effects for grammatical and ungrammat-
ical sentences. Subject/object mismatch degrades the acceptability of otherwise gram-
matical sentences, and improves the acceptability of otherwise ungrammatical
sentences. This finding distinguishes the off-line judgments of object-auxiliary mis-
match from other well-studied cases of agreement attraction in real-time comprehen-
sion measures, which have been argued to exhibit substantial mismatch effects only in
ungrammatical sentences (Dillon et al. 2013, Tanner et al. 2014, Wagers et al. 2009).
Like agreement attraction, the number of the subject plays a role in gating the mismatch
effect: plural subjects are associated with smaller mismatch effects both in grammatical
and ungrammatical sentences. However, there was a statistically reliable mismatch ef-
fect for plural subjects for grammatical sentences, suggesting that plural subjects
merely reduce, rather than eliminate, the mismatch effect.

The results of experiment 1 establish that the acceptability of wh-object questions is
adversely impacted if either the subject or the object in the sentence does not match in
number features with the verb. However, we have thus far only shown this to hold at the
level of mean ratings per condition. This finding is in fact compatible with at least two
distinct distributions of acceptability ratings. One possibility is that participants in our
experiment were categorically classifying examples such as 1 as either essentially
grammatical or essentially ungrammatical on any individual trial. On this model, the in-
termediate mean rating would reflect a mixture of grammatical and ungrammatical re-
sponses whose average lies in between these two extremes. However, it is also possible
that object mismatch has a more gradient effect on acceptability judgments, such that
the acceptability of a sentence like 1 is truly perceived as intermediate between fully
grammatical and ungrammatical. In this case, we expect the distribution of responses to
reflect an overall shift in the location of the acceptability responses, with individual ac-
ceptability judgments in mismatch conditions being pushed toward the middle of the re-
sponse scale. Because the nature of the response distribution can place strong
constraints on a possible account of the mismatch effect, it is of theoretical interest for
present purposes. In the next section we turn to the development of a computational
model of acceptability judgments in order to gain a more fine-grained understanding of
the distribution of response scores in experiment 1.

3. A computational model of the judgment process.
3.1. Method. In this section we develop and evaluate quantitative models to attempt

to answer the following question: Does the subject/object mismatch effect reflect dis-
crete or gradient agreement processes? A priori, it seems that the central critical and
empirical criterion for distinguishing these two possibilities is the proportion of ‘ex-
treme’ responses on the acceptability scale provided in experiment 1. As a first approx-
imation, it seems that a discrete model predicts relatively many extreme responses (1s
and 2s, and 6s and 7s), reflecting judgments that categorically alternate between ‘gram-
matical’ and ‘ungrammatical’. In contrast, a gradient model predicts many more in-
between responses and few extreme responses (e.g. mostly 3s, 4s, and 5s).

To make firm predictions about these two different types of response behavior, we
formulate them as quantitative models in the following fashion. The discrete model
of the responses assumes that every response to partial match conditions is an inde-
pendent draw from either an ungrammatical reference distribution or a grammatical
reference distribution. This model reflects categorical response behavior, with partici-
pants treating every sentence in the experiment as either ‘grammatical’ or ‘ungrammat-
ical’ on any given trial. In contrast, the gradient model assumes that each individual
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response in the partial match conditions is a weighted combination of draws from the
grammatical and the ungrammatical reference distributions. On this model, each exper-
imental observation in mismatch conditions is drawn from a distribution that lies be-
tween the grammatical or ungrammatical extremes. In other words, this model
implements the response behavior expected if the mismatch conditions reflect ‘gradient
grammaticality’, or a continuous downward shift in acceptability that affects all trials.
To determine which model better captures the response behavior of our participants, we
generated quantitative predictions about the expected distribution of responses for each
model and compared them against the distributions observed in experiment 1. Full
model details are available in Appendix A.

3.2. Results. We apply these models to the group-level data from experiment 1 by
pooling observations across participants within conditions. The resulting empirical re-
sponse distributions across conditions are plotted in Figure 1, which plots the grammat-
ical and ungrammatical reference distributions. For conditions with a singular verb, the
responses to SSS form the grammatical reference distribution, and the responses to
*PSP form the ungrammatical one. Likewise, for conditions with a plural verb, we take
PPP as the grammatical reference distribution, and *SPS as the ungrammatical one.
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We fit discrete and gradient models to each of the subject/object mismatch conditions
(PSS, SPP, *PPS, *SSP) separately. An evaluation of the model fits is presented in
Table 3. For each modeling comparison reported in the text, we ran 100 Monte Carlo

Figure 1. Group-level response distribution in experiment 1 for the four reference distributions. The top
two panels are the grammatical reference distributions, and the bottom two panels are the

ungrammatical reference distributions.



simulations of our models, and we report summary statistics calculated over these sim-
ulations. Despite having very different response distributions, both the discrete and the
gradient models achieved a close fit between the expected mean response value on the
theoretical distribution and the observed mean rating for each of the four test condi-
tions. Figure 2 presents each mismatch condition’s empirical response distribution,
along with the average predicted response distributions across all Monte Carlo trials. In
all cases, the discrete model provides a closer fit to the observed response distribution
than does the gradient model. Surprisingly, the gradient model does predict response
patterns that show hints of bimodality: its predicted response direction for the PSS con-
dition, for example, presents relative modes at 3 and 6, although the reason for this is
unclear. Nonetheless, this surprising finding provides useful methodological insight. In
general, it may not be sufficient to search for multiple modes in the response distribu-
tion to diagnose bimodal response behavior. Our results suggest that the response distri-
bution may not be directly interpretable without a quantitative response model.
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Model-comparison metrics reveal a distinct advantage for discrete response models
over gradient response models. Here we present the difference in the bayesian infor-

Figure 2. Predicted and observed response proportions for each subject/object mismatch condition.
Predicted distributions represent the average over all Monte Carlo trials.



mation criterion (BIC; see Appendix A), a model-selection metric that allows us to
evaluate the goodness of fit for the discrete model and the gradient model. Negative
BIC difference scores indicate an advantage for the discrete model over the gradient
model. A difference in BIC scores greater than 10 provides strong evidence in favor of
one model over another (Kass & Raftery 1995). In all comparisons, the average BIC ad-
vantage for the mixture model is clearly greater than this suggested criterial value. The
Bayes factor (BF) model comparisons also reveal a substantial advantage for the dis-
crete model. A Bayes factor of 100 is considered to be ‘decisive’ evidence in favor of
the better-fit model (Jeffreys 1961). In our case, the Bayes factors in favor of the dis-
crete model are considerably in excess of this threshold.

Object agreement inAmerican English 77

3.3. Discussion. The quantitative models presented here suggest that for partial
matching conditions—those conditions where either the subject or the object mis-
matched the number of the verb—the responses observed in the experiment are better
fit by a discrete response model than by a gradient response model. We take this result
to mean that in experiment 1, participants behaved in an essentially categorical fashion
on a trial-by-trial basis: they registered responses to these conditions that could be clas-
sified as ‘ungrammatical’ or ‘grammatical’. The modeling results provide strong evi-
dence against a gradient grammaticality view of our mismatch conditions.

This result places significant constraints on any possible account of the mismatch ef-
fect. In particular, it provides some evidence against a subject-confusion (syntactic-
misanalysis) view of the mismatch effect. To see this, it is necessary to further specify a
mechanism by which an incorrect parse of the sentence can influence acceptability
judgments. One plausible way this could happen is if on some significant proportion of
trials, comprehenders misanalyze an object mismatch configuration as a subject wh-
question, recover, and are left with a lingering perception of unacceptability or diffi-
culty from the reanalysis process, which causes them to assign a lower acceptability
score to that token. On this model, most mismatching trials would reflect an overall
downward shift in the response distribution when compared to the relevant grammatical
reference distribution. In other words, this model makes the same distributional predic-
tions as the gradient model. For this reason, this implementation of the misanalysis
model is not supported by the distributional evidence.

Instead, in order to maintain a temporary-misanalysis account of the mismatch effect
that is consistent with the modeling evidence here, one would have to stipulate that on
some proportion of trials, comprehenders completely fail to reanalyze their initial parse
and so judge the sentence as if it were completely ungrammatical. On the remaining
portion of trials, reanalysis is complete, and the failed parse exerts no influence on the
eventual judgment. On this model, the rate of failed reanalysis must be equal to 1 − π in
the discrete model in order to account for the data. Thus, in order to fit the data from the

gradient model discrete model
empirical π predicted π predicted BICDiscrete – BICGradient BF

mean mean mean
PSS 4.2 .31 4.3 .30 4.2 −94.8 [−152.3, −47.6] 1.2×1031

SPP 5.6 .73 5.4 .77 5.5 −145.5 [−263.1, −63.9] 1.4×1055

*SSP 3.6 .16 3.7 .13 3.7 −53.8 [−104.9, −8.9] 6.1×1020

*PPS 4.5 .39 4.5 .40 4.5 −79.2 [−138.9, −29.8] 1.4×1028

Table 3. Quantitative analysis of two response models. Values represent the average over
100 Monte Carlo simulations of model. Square brackets represent the full range

of values observed across Monte Carlo trials.



PSS condition, one needs to assume that comprehenders fail to obtain the correct parse
in these configurations on 70% of trials. We believe that it is highly implausible that
comprehenders fail to recover a grammatical parse of our stimulus sentences on
roughly three quarters of trials. For this reason, we take the modeling results to consti-
tute an argument against the misanalysis account.

Of course, we cannot categorically rule out the misanalysis account on the basis of
this result. It is possible that a more complicated model of our response distribution,
such as a mixture of ungrammatical, grammatical, and ‘reanalyzed’ trials near the mid-
dle of the scale, could capture our results. However, without making unmotivated as-
sumptions about the distribution of response scores in the case of reanalysis, such a
model is difficult to build and evaluate. It therefore remains to be shown that a reanaly-
sis account could be made to fit these data, although we do not believe it likely.

Although we believe that the present modeling results are compelling evidence in
favor of a discrete response model, there are some limitations of these results that must
be acknowledged. First, although the results indicate discrete variation in the response
distributions in experiment 1, we cannot yet say whether this variation reflects inter- or
intra-individual variation. That is, the results may reflect differences in the individual
grammars of the participants in our experiment, or they may reflect stochastic variation
in the agreement choices made by each speaker. Further experimentation is necessary to
tease apart these two possibilities.

A second limitation of our modeling approach is that it assumes a linear relationship
between the underlying acceptability percept and the response scale: the acceptability
of the mismatching conditions is modeled as a linear combination of samples from the
response distributions. It is not obvious that there is such a linear mapping between ac-
ceptability and response. If responses are nonlinearly related to acceptability, then the
strength of these results is unclear. To our minds, there is one plausible nonlinear map-
ping that would be fatal to the argument presented here: a strong bias toward extreme
response options even with sentences of intermediate acceptability. This could arise if
participants are simply reluctant to give ratings in the middle of the response scale.
However, we think it is unlikely that such a nonlinear mapping between acceptability
and response holds generally of judgments on Likert scales. An inspection of data from
other acceptability judgments run in our labs, as well as the data reported by Sprouse,
Schütze, and Almeida (2013), reveals many response distributions that are character-
ized by a clear mode in the center of the response scale, with few extreme responses,
similar to the distributional predictions of the gradient model. Because it is in principle
possible to observe distributions such as those predicted by the gradient model, it is un-
likely that a simple response bias is driving the results here. Of course, we cannot cate-
gorically rule out the possibility that another nonlinear mapping between response and
acceptability exists. However, in the absence of a plausible nonlinear mapping between
acceptability and response that would undermine the argument presented here, we take
the modeling results as initial confirmation of a discrete model of the acceptability
judgments to these sentences.

4. Experiment 2. In experiment 1, we observed that off-line acceptability judgments
reliably index the mismatch effect. This investigation revealed several important find-
ings. One, there was no reliable grammatical asymmetry in this measure; indeed, the
mismatch effect was smaller for ungrammatical sentences than for grammatical sen-
tences, the opposite pattern of what is seen in reading time and speeded acceptability
measures (e.g. Wagers et al. 2009). Further, we observed that the mismatch effect was
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attenuated, but not eliminated, for plural subjects. Lastly, the results of our modeling
support the view that the mismatch phenomenon is essentially discrete, since a sentence
with a mismatching wh-object was treated as either essentially grammatical or essen-
tially ungrammatical on each trial. The discrete nature of the phenomenon is evidence
against graded feature-transmission accounts of the mismatch effect (e.g. Eberhard et
al. 2005). Further, we argued that the modeling results constitute an argument against
the hypothesis that the mismatch effect is due in large part to confusion about which
phrase is the subject.

In experiment 2 we provide a further test of such subject-confusion accounts of the
mismatch effect. These accounts predict that when the grammatical role of the wh-filler
is unambiguous, the mismatch effect should be eliminated. We test this prediction by
using preposition pied-piping in an acceptability-judgment task. When a displaced wh-
phrase is fronted along with its preposition, as in To which players is the coach speak-
ing?, there is no ambiguity about the grammatical role of the initial wh-phrase. The
ambiguity of the initial wh-phrase is restored when the preposition is stranded in its
original position, as in Which players is the coach speaking to?. Thus subject-misiden-
tification accounts of the mismatch effect predict that it should not survive when the
preposition is fronted along with the wh-phrase.

4.1. Method.
Participants. In experiment 2, forty participants were recruited. Completion of the

survey took approximately nine minutes on average.
Materials. Based on the materials of experiment 1, we developed sixteen sets of ex-

perimental items that consisted of the eight experimental conditions shown in Table 4.
Experiment 2 had a fully crossed 2 × 2 × 2 design within subjects, with the factors sub-
ject/object match (match or mismatch), pied-piping (fronted or in situ), and gram-
maticality (grammatical or ungrammatical). In addition, we manipulated the
number of the subject (singular or plural) between items, such that half of the ex-
perimental sentences in any given list had singular subjects, and half had plural sub-
jects. One item was removed after data collection due to an unforeseen ambiguity.
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Procedure. The procedure was identical to experiment 1.
4.2. Results. By-condition average ratings for all experimental conditions are pre-

sented in Table 5. Repeated-measures ANOVAs revealed a significant main effect of
grammaticality (F1(1,39) = 70.2, p < 0.05; F2(1,14) = 124.5, p < 0.05), and an effect of
subject/object mismatch that was significant by participants only (F1(1,39) = 4.4,
p < 0.05; F2(1,14) = 2.4, p = 0.14). These main effects were qualified by significant
two-way interactions of grammaticality and mismatch (F1(1,39) = 21.7, p < 0.05;
F2(1,14) = 16.9, p < 0.05) and subject number and mismatch (F1(1,39) = 33.0, p < 0.05;

match pied-piping gram
Match In situ Gram Which tree is the hiker resting under?
Mismatch In situ Gram Which trees is the hiker resting under?
Match Fronted Gram Under which tree is the hiker resting?
Mismatch Fronted Gram Under which trees is the hiker resting?
Mismatch In situ Ungram *Which trees are the hiker resting under?
Match In situ Ungram *Which tree are the hiker resting under?
Mismatch Fronted Ungram *Under which trees are the hiker resting?
Match Fronted Ungram *Under which tree are the hiker resting?

Table 4. Illustration of material in experiment 2 with a singular subject.



F2(1,14) = 12.3, p < 0.05). There was an interaction of subject number and grammati-
cality that was significant by participants only (F1(1,39) = 6.2, p < 0.05; F2(1,14) = 2.8,
p = 0.12). Lastly, we observed a significant three-way interaction of subject number,
grammaticality, and mismatch (F1(1,39) = 11.2, p < 0.05; F2(1,14) = 6.0, p < 0.05). No
other effects were significant.
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singular subjects
grammatical ungrammatical

in-situ P fronted P in-situ P fronted P
match 6.5 (±0.18) 6.0 (±0.21) 3.8 (±0.26) 3.3 (±0.25)
mismatch 4.3 (±0.24) 4.6 (±0.26) 4.0 (±0.27) 3.6 (±0.29)

plural subjects
grammatical ungrammatical

in-situ P fronted P in-situ P fronted P
match 6.1 (±0.18) 5.6 (±0.23) 3.3 (±0.26) 3.3 (±0.25)
mismatch 6.0 (±0.24) 5.6 (±0.23) 3.7 (±0.27) 4.0 (±0.29)

Table 5. Means of ratings, experiment 2. Parentheses represent standard error corrected for
between-participant variance, following Bakeman and McArthur (1996).

4.3. Discussion. In experiment 2, we failed to find any reliable effect of preposition
fronting on our ratings. Preposition fronting did not significantly interact with any of
the other experimental factors. Our experimental results thus confirm the intuitions re-
ported by Kimball and Aissen (1971), who claimed that the effect was not modulated by
preposition fronting. Although these results provide evidence that the mismatch effect
survives preposition fronting, we cannot make the stronger claim that it has no effect
whatsoever on the magnitude of the mismatch effect. We note that the manipulation of
preposition fronting does appear to have impacted the size of the mismatch effect for
grammatical conditions with singular subjects, such that the mismatch effect was
slightly smaller for configurations with fronted prepositions (95% CI = [0.73, 2.1]) than
for configurations with in-situ prepositions (95% CI = [1.6, 2.9]). Despite this, our re-
sults show that preposition fronting does not have a consistent effect on the size of the
mismatch effect.

We further note that experiment 2 replicates some of the core features of the object
mismatch effect that were observed in experiment 1. First, we observed mismatch ef-
fects for both grammatical and ungrammatical sentences, though the mismatch effect
was on average smaller for ungrammatical sentences. We also observed that the mis-
match effect was smaller for plural subjects than it was for singular subjects, as in ex-
periment 1.

One surprising finding in experiment 2 was the three-way interaction of subject num-
ber, mismatch, and grammaticality. This interaction appears to be driven by a complete
neutralization of the mismatch effect for the grammatical plural-subject conditions.
This contrasts with experiment 1, where there was a mismatch penalty of a full point in
the analogous conditions. Comparison with the experiment 1 results and with the ex-
periment 2 singular-subject conditions suggests that the interaction is due in large part
to the low ratings for the grammatical plural-subject match conditions, together with the
relatively high ratings for the grammatical plural-subject mismatch conditions (which
were also observed in experiment 1). The latter may be a real effect of subject number,
but we have no clear account of the former effect.

Despite this uncertainty, experiment 2 provides further evidence against subject-
confusion accounts of the mismatch effect. Fronted prepositions should provide early
cues to the grammatical role of the wh-object, and so should be particularly effective in



blocking any misanalysis of that phrase as a subject. That this manipulation failed to re-
sult in a consistent modulation of the mismatch effect suggests that misidentification of
the initial wh-object does not play a large part in the mismatch effect. These results also
provide an interesting insight into syntactic-interference accounts of this effect, which
attribute the agreement error to a problem in identifying the agreement controller in a
correctly parsed structure. Variants of this account that attribute the effect to cue-based
retrieval mechanisms (Badecker & Kuminiak 2007, Badecker & Lewis 2007) predict
that mismatch effects should be reliably attenuated when the object bears fewer subject-
like features; this prediction was not borne out in this experiment. Instead, these results
seem to lend more support to syntactic-interference accounts which hold that configu-
rational factors, such as c-command and linear precedence, are what primarily control
the rate of agreement attraction from a given phrase (e.g. Franck et al. 2006, Franck et
al. 2010).

5. Experiment 3. Experiment 2’s results suggest that overt cues to objecthood do not
substantially reduce the magnitude of the mismatch effect. In experiment 3, we test a re-
lated question: whether overt cues to subjecthood can reduce the magnitude of the mis-
match effect. To test this, we manipulate whether the subject NP is pronominal or
lexical. Because pronouns in English overtly mark grammatical case, the overt case
cues contributed by a pronominal subject should lead to a reduction in uncertainty
about which phrase is the subject. If speakers identify an agreement controller using a
cue-based process sensitive to the overt features of NPs in working memory (Badecker
& Kuminiak 2007), or if the mismatch effect is driven by uncertainty about the correct
syntactic analysis of the string, then we expect to see smaller mismatch effects for case-
unambiguous pronominal subjects than for case-ambiguous lexical subjects.

5.1. Method.
Participants. In experiment 3, forty participants were recruited. Completion of the

survey took approximately eight minutes on average.
Materials. We developed sixteen sets of experimental items that consisted of the

eight experimental conditions shown in Table 6. Experiment 3 had a fully crossed 2 × 2
× 2 design within subjects, with the factors subject type (lexical or pronominal),
subject/object match (match or mismatch), and grammaticality (grammatical or un-
grammatical). Note that in experiment 3, all wh-objects were plural. Thus, unlike ex-
periments 1 and 2, the grammaticality factor covaried with the number of the subject in
this experiment. The gender of the singular pronominal subject (masculine or femi-
nine) was manipulated so that it varied between counterbalancing lists. One item was
removed prior to analysis due to a coding error.
Procedure. The procedure was identical to experiments 1 and 2.
5.2. Results. By-condition average ratings for all experimental conditions are pre-

sented in Table 7. Repeated-measures ANOVAs revealed significant main effects of
grammaticality (F1(1,39) = 159.1, p < 0.05; F2(1,15) = 545.6, p < 0.05), subject/object
match (F1(1,39) = 20.2, p < 0.05; F2(1,15) = 17.5, p < 0.05), and subject type (F1(1,39)
= 25.6, p < 0.05; F2(1,15) = 24.6, p < 0.05). As in previous experiments, these main ef-
fects were qualified by a significant two-way interaction of subject/object match and
grammaticality (F1(1,39) = 50.1, p < 0.05; F2(1,15) = 125.6, p < 0.05). In addition,
there was a significant interaction of subject type and grammaticality (F1(1,39) = 56.9,
p < 0.05; F2(1,15) = 24.4, p < 0.05), reflecting a larger grammaticality effect for
pronominal subjects than for lexical subjects. No other main effects or interactions
reached significance (all Fs < 3).
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5.3.Discussion. In experiment 3, we again replicated the mismatch effect, and the in-
teraction of the subject/object match and grammaticality. However, we failed to observe
any interaction of subject type and the mismatch effect. Inspection of the means indicates
that overt case marking on the subject did not substantially reduce the magnitude of the
mismatch effect. This finding runs counter to the predictions of subject-confusion mod-
els of the mismatch effect, as these models predict that reduced uncertainty about which
phrase is the subject should lead to a diminished mismatch effect. We note that we do ob-
serve a nonsignificant numerical trend toward the predicted interaction of subject type
with object-auxiliary mismatch for ungrammatical sentences. Thus, as with experiment
2, we do not endorse the strong conclusion that overt case cues play absolutely no role in
the mismatch effect. The results of experiment 3 do suggest, however, that overt case
cues do not have a substantial influence on the size of the effect.

Interestingly, we did observe a significant interaction of subject type and grammati-
cality. Inspection of the means suggests that this pattern reflects a larger grammaticality
effect for pronominal subjects than for lexical subjects. Since participants were more
sensitive to subject-auxiliary mismatch for pronominal subjects, it seems that our
pronominal manipulation did in fact have the desired effect of helping participants more
reliably identify the subject of the sentence. But crucially, this effect did not interact
with the mismatch effect.

6. Experiment 4. The results of experiments 1–3 appear to rule out subject-
confusion accounts of the mismatch effect. Perhaps the clearest evidence in this regard
is the finding that neither overt cues to objecthood (experiment 2) nor overt cues to sub-
jecthood (experiment 3) substantially reduced the magnitude of the mismatch effect. In
experiment 4 we turn to a different question and ask whether string adjacency plays a
role in the mismatch effect. In experiments 1–3, the wh-object always immediately pre-
ceded the inflected auxiliary, leading to the possibility that the mismatch effect reflects
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match subject gram
Match Lexical Gram Which basketball players are the coaches

planning to use this season?
Mismatch Lexical Gram Which basketball players is the coach planning

to use this season?
Match Pronominal Gram Which basketball players are they planning to

use this season?
Mismatch Pronominal Gram Which basketball players is he planning to use

this season?
Mismatch Lexical Ungram *Which basketball players are the coach

planning to use this season?
Match Lexical Ungram *Which basketball players is the coaches

planning to use this season?
Mismatch Pronominal Ungram *Which basketball players are he planning

to use this season?
Match Pronominal Ungram *Which basketball players is they planning to

use this season?

Table 6. Illustration of material in experiment 3.

grammatical ungrammatical
lexical pronominal lexical pronominal

match 6.6 (±0.13) 6.7 (±0.13) 3.1 (±0.17) 2.2 (±0.13)
mismatch 4.7 (±0.22) 4.9 (±0.21) 4.4 (±0.22) 2.9 (±0.22)

Table 7. Means of ratings, experiment 3. Parentheses represent standard error corrected for
between-participant variance, following Bakeman and McArthur (1996).



sheer linear adjacency rather than the relative syntactic prominence of the wh-object.
To discriminate between these possibilities, we test the mismatch effect generated by
wh-objects that have prepositional postmodifiers, as in 6.

(6) Which players on the bench is the coach going to put in the game?
The addition of a PP modifier linearly separates the head of the wh-phrase players

from the auxiliary. Instead, a local noun bench now stands in a linear-adjacency rela-
tionship with the auxiliary. The results of Franck et al. 2015 offer reason to believe that,
in general, the head of the wh-phrase will generate more interference than the linearly
preceding local noun. In a speeded acceptability-judgment study on attraction with
moved wh-phrases, Franck and colleagues observed more reliable mismatch effects for
the head noun than for the local noun. However, in their materials the local noun was
not immediately linearly adjacent to the critical verb. If the mismatch effect is partially
driven by pure linear adjacency between a fronted NP and the auxiliary, then we expect
the local noun position (e.g. bench) to generate stronger mismatch effects than the head
noun position. If, by contrast, the mismatch effect is driven by the relative syntactic
prominence of the wh-object, then we expect the head of the wh-phrase to generate a
larger mismatch effect.

6.1. Method.
Participants. In experiment 4, eighty participants were recruited. Because the de-

sign of experiment 4 only yields a single observation per condition per subject, the
number of participants was doubled in order to increase statistical power. Completion
of the survey took approximately nine minutes on average.
Materials. We developed sixteen sets of experimental items that consisted of the

sixteen experimental conditions shown in Table 8. Experiment 4 had a fully crossed
2 × 2 × 2 × 2 design within subjects, with the factors subject/object match (match or
mismatch), subject/local noun match (match or mismatch), subject number (singu-
lar or plural), and grammaticality (grammatical or ungrammatical). A sample
item is shown in Table 8.3

Procedure. The procedure was identical to previous experiments.
6.2. Results. By-condition average ratings for all experimental conditions are pre-

sented in Table 9. Repeated-measures ANOVAs revealed a significant main effect of
grammaticality (F1(1,79) = 146.1, p < 0.05; F2(1,15) = 179.3, p < 0.05). As before, there
was a significant two-way interaction of grammaticality and subject/head noun match
(F1(1,79) = 29.1, p < 0.05; F2(1,15) = 36.8, p < 0.05), and a two-way interaction of sub-
ject number and subject/head noun match that was significant by participants only
(F1(1,79) = 4.0, p < 0.05; F2(1,15) = 2.1, p = 0.17). In addition, we observed a significant
two-way interaction of grammaticality and subject number (F1(1,79) = 8.1, p < 0.05;
F2(1,15) = 6.8, p < 0.05). Finally, we observed a three-way interaction of grammatical-
ity, subject number, and subject/head noun mismatch (F1(1,79) = 9.7, p < 0.05; F2(1,15)
= 8.4, p < 0.05) and a three-way interaction of grammaticality, subject number, and sub-
ject/local noun mismatch (F1(1,79) = 9.9, p < 0.05; F2(1,15) = 5.1, p < 0.05).

To resolve our three-way interactions, we used paired t-tests to evaluate all subject/
head noun mismatch effects, and all subject/local noun mismatch effects. For grammat-
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ical sentences, subject/head noun mismatch led to significant decreases in acceptability
for singular subjects (t(79) = 3.8, p < 0.05; 95% CI = [0.35, 1.15]) and for plural sub-
jects (t(79) = 3.3, p < 0.05; 95% CI = [0.22, 0.88]). For ungrammatical sentences,
subject/head noun mismatch led to significant increases in acceptability for singular
subjects only (t(79) = −5.1, p < 0.05; 95% CI = [−1.30, −0.57]); this effect was not sig-
nificant for plural subjects (t(79) = −0.6, p = 0.55; 95% CI = [−0.37, 0.20]).

Subject/local noun mismatch had a similar effect on ratings but was less statistically
reliable. For grammatical sentences, subject/local noun mismatch decreased acceptabil-
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singular subjects
grammatical ungrammatical

local match local mismatch local match local mismatch
head match 6.0 (±0.16) 5.4 (±0.17) 3.1 (±0.15) 3.6 (±0.18)
head mismatch 5.1 (±0.17) 4.8 (±0.19) 4.2 (±0.21) 4.4 (±0.18)

plural subjects
grammatical ungrammatical

local match local mismatch local match local mismatch
head match 5.8 (±0.15) 6.1 (±0.13) 3.6 (±0.16) 3.5 (±0.16)
head mismatch 5.3 (±0.17) 5.5 (±0.19) 3.6 (±0.17) 3.6 (±0.15)

Table 9. Means of ratings, experiment 4. Parentheses represent standard error corrected
for between-participant variance, following Bakeman and McArthur (1996).

head local n subject gram
match match

Match Match Singular Gram Which basketball player on the sideline is the
coach planning to use this season?

Mismatch Match Singular Gram Which basketball players on the sideline is the
coach planning to use this season?

Match Mismatch Singular Gram Which basketball player on the sidelines is the
coach planning to use this season?

Mismatch Mismatch Singular Gram Which basketball players on the sidelines is the
coach planning to use this season?

Mismatch Mismatch Singular Ungram *Which basketball players on the sidelines are the
coach planning to use this season?

Match Mismatch Singular Ungram *Which basketball player on the sidelines are the
coach planning to use this season?

Mismatch Match Singular Ungram *Which basketball players on the sideline are the
coach planning to use this season?

Match Match Singular Ungram *Which basketball player on the sideline are the
coach planning to use this season?

Match Match Plural Gram Which basketball players on the sidelines are the
coaches planning to use this season?

Mismatch Match Plural Gram Which basketball player on the sidelines are the
coaches planning to use this season?

Match Mismatch Plural Gram Which basketball players on the sideline are the
coaches planning to use this season?

Mismatch Mismatch Plural Gram Which basketball player on the sideline are the
coaches planning to use this season?

Mismatch Mismatch Plural Ungram *Which basketball player on the sideline is the
coaches planning to use this season?

Match Mismatch Plural Ungram *Which basketball players on the sideline is the
coaches planning to use this season?

Mismatch Match Plural Ungram *Which basketball player on the sidelines is the
coaches planning to use this season?

Match Match Plural Ungram *Which basketball players on the sidelines is the
coaches planning to use this season?

Table 8. Illustration of material in experiment 4.



ity for singular subjects (t(79) = 2.9, p < 0.05; 95% CI = [0.15, 0.75]), but not for plural
subjects (t(79) = −1.3, p = 0.18; 95% CI = [−0.55, 0.11]), where the direction of the nu-
merical trend is actually toward increased acceptability with a mismatched local noun.
Similarly, subject/local noun mismatch marginally increased acceptability of ungram-
matical sentences with singular subjects (t(79) = −1.8, p < 0.1; 95% CI = [−0.69, 0.03]),
but not with plural subjects (t(79) = 0.18, p = 0.86; 95% CI = [−0.25, 0.30]).

6.3. Discussion. Experiment 4 sought to test whether linear adjacency or structural
prominence drove the mismatch effect in object wh-object questions. Overall, the re-
sults of experiment 4 suggest that subject/head noun mismatch has a greater effect on
acceptability than does subject/local noun mismatch: in all comparisons, the magnitude
of the subject/head noun mismatch effect was greater than the subject/local noun mis-
match effect, and the latter was less statistically reliable overall. This pattern suggests
that the mismatch effect is driven to a greater degree by the syntactic prominence of the
object wh-phrase than it is by its linear adjacency to the auxiliary. For example, in
grammatical sentences with singular subjects, the subject/local noun mismatch effect
was 0.45 points, while the subject/head noun mismatch effect was 0.75 points. Simi-
larly, in grammatical sentences with plural subjects, subject/head noun mismatch re-
sulted in a 0.55 point effect on judgments, whereas subject/local noun mismatch did not
reliably reduce acceptability (rather, there was a trend toward an effect in the opposite
direction). These results suggest string adjacency between a verb and a preceding noun
is neither necessary nor sufficient to generate a mismatch effect.

However, comparison of experiment 4 with the preceding experiments suggests that
interposing material between the head of the fronted wh-object and the auxiliary may
reduce the size of the mismatch effect. Across the board, effects of mismatch between
the auxiliary and the head were smaller in experiment 4 than in the analogous condi-
tions of experiment 1, which is the most closely comparable experiment. Thus, while it
is clear that linear adjacency is not necessary for a mismatch effect to appear, there is an
indication that nonadjacency may reduce the size of the effect. We test this more di-
rectly in experiment 5.

7. Experiment 5. Experiment 4 showed that syntactic prominence of the wh-object
led to greater mismatch effects than did linear adjacency. However, a comparison of the
overall size of the mismatch effect in experiment 4 with that in experiment 1 suggests a
role for linear adjacency; in experiment 1 (when the wh-object’s head noun was lin-
early adjacent to the auxiliary), mismatch effects were approximately twice as large as
in experiment 4 (when it was not). Thus, while syntactic prominence appears to be a
primary factor is generating mismatch effects, linear adjacency may still play a role. In
experiment 5, we directly test this possibility by manipulating the position of a paren-
thetical phrase, as in 7.

(7) a. According to Tom, which flowers is the gardener planting?
b. Which flowers, according to Tom, is the gardener planting?

The parenthetical-phrase manipulation holds constant the structural position of the
wh-object, as well as its complexity. If linear adjacency (or recency) plays a role in gen-
erating mismatch effects, we expect to see larger mismatch effects when the parentheti-
cal does not intervene between the object and the auxiliary (7a) than when it does (7b).

7.1. Method.
Participants. In experiment 5, forty participants were recruited. Completion of the

survey took approximately nine minutes on average.
Materials. We developed twenty sets of experimental items that consisted of the

four experimental conditions shown in Table 10. Experiment 5 had a fully crossed 2 × 2
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design within subjects, with the factors subject/object match (match or mismatch) and
parenthetical position (intervening or nonintervening). Subject number was coun-
terbalanced across items, such that half of the items had a singular subject, and half
had a plural subject. All items in this experiment were grammatical. Every parentheti-
cal contained a noun phrase, and the number of this noun phrase was counterbalanced
across items.
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To resolve the significant interaction of object-auxiliary match and parenthetical po-
sition, we used paired t-tests to test for an effect of number match within each level of
the parenthetical position number factor. This analysis revealed significant effects of
object-auxiliary mismatch both for nonintervening parentheticals (95% CI of mismatch
effect = [0.70, 1.4], t(39) = 6.4, p < 0.05) and for intervening parentheticals (95% CI of
mismatch effect = [0.20, 0.64], t(39) = 3.9, p < 0.05).

7.3. Discussion. Experiment 5 confirmed that linear adjacency of the fronted wh-
phrase and the auxiliary has a significant influence on the magnitude of the mismatch
effect. Positioning a parenthetical between the auxiliary and the wh-object effectively
halved the size of the mismatch effect, although it did not eliminate it. On the basis of
these results alone, we cannot say if this effect is strictly due to linear adjacency of the
wh-object and the auxiliary, or if it instead reflects the relative recency of the wh-
object. Nonetheless, the finding that linear order has an effect on the mismatch effect is
theoretically interesting.

From the point of view of models that attribute the mismatch effects to an error dur-
ing working-memory retrieval, it is perhaps surprising that mismatch effects are largest
when the wh-object is adjacent to the verb. This is because this is not a position where
memory retrieval is likely to be necessary, as the object and the auxiliary are likely to be
under active processing at the same time (see McElree 2006 for discussion). For this
reason it is not clear that the mismatch effect in our examples should be attributed to

match parenthetical
Match Nonintervening According to the schedule, which monkey is the

zookeeper training this week?
Match Intervening Which monkey, according to the schedule, is the

zookeeper training this week?
Mismatch Nonintervening According to the schedule, which monkeys is

the zookeeper training this week?
Mismatch Intervening Which monkeys, according to the schedule, is

the zookeeper training this week?

Table 10. Illustration of material in experiment 5.

Procedure. The procedure was identical to the previous judgment experiments.
7.2. Results. By-condition average ratings for all experimental conditions are pre-

sented in Table 11. Repeated-measures ANOVAs revealed a significant main effect of
object-auxiliary number match (F1(1,39) = 44.0, p < 0.05; F2(1,19) = 22.5, p < 0.05)
and a significant two-way interaction of object-auxiliary mismatch and parenthetical
position (F1(1,39) = 13.6, p < 0.05; F2(1,19) = 9.6, p < 0.05).

nonintervening intervening
match 6.2 (±0.10) 5.8 (±0.07)
mismatch 5.1 (±0.10) 5.4 (±0.09)

Table 11. Means of ratings, experiment 5. Parentheses represent standard error corrected for
between-participant variance, following Bakeman and McArthur (1996).



working-memory retrieval per se, but the present results do support the view that gen-
eral memory variables such as recency codetermine how likely the wh-object is to in-
terfere in agreement processing.

Furthermore, the finding that linear proximity to the verb allows the wh-object to in-
terfere more strongly with the agreement relation sets our mismatch effects apart from
agreement attraction in PP postmodifier configurations: to the extent that the linear po-
sition of the local noun in these configurations creates interference, it seems that linear
distance to the head noun, not the agreeing verb, is critical. We take up this observation
in more detail in the general discussion.

8. General discussion. Across five off-line acceptability-judgment experiments,
we examined the effect that a fronted wh-object exerts on the agreement relations in-
side a sentence. In experiment 1, we saw mismatch effects for both grammatical and un-
grammatical sentences. When the fronted wh-object was plural, the mismatch effect
was roughly twice as large as when it was singular, though both plural and singular ob-
jects created reliable mismatch effects. We provided a computational model of the judg-
ments that suggests that this result reflects discrete ‘grammatical’ or ‘ungrammatical’
responses to mismatching conditions, rather than a gradient effect of grammaticality.
Experiment 2 investigated the role of explicit disambiguation of the initial wh-object
using fronted prepositions. It was found that preposition fronting did not reliably reduce
the size of the mismatch effect. Experiment 3 investigated the role that case cues played
in the controller-selection process by comparing pronominal versus lexical subjects. We
failed to observe any effect of subject type on the size of the mismatch effect, suggest-
ing that overt case marking of the subject does not substantially diminish the likelihood
of choosing the object as the agreement controller. Taken together, experiments 2 and 3
show that using case or thematic cues to disambiguate the subject and object does not
significantly modulate the probability of forming an agreement relation between the
verb and the fronted object. This argument is based on noneffects of preposition
fronting and case marking on the subject, and so we cannot conclusively rule out the
possibility that case and thematic information modulate the mismatch effect to some ex-
tent. However, it appears that the effect of these variables is relatively minimal com-
pared to other factors we manipulated.

In experiments 4 and 5, we examined whether strict linear adjacency between the ob-
ject and the auxiliary was a necessary component of the mismatch effect. We found that
it was not, although the size of the mismatch effect was smaller in experiment 4, in
which a PP modifier intervened between the head of the wh-phrase and the auxiliary.
Experiment 5 found a similar pattern: the magnitude of the mismatch effect was re-
duced when a parenthetical linearly intervened between the object and the auxiliary.

8.1. Toward an account of the object mismatch effect. There are several fea-
tures of our data that any account of the object mismatch effect must accommodate.
They are as follows:

ii(i) All objects interfere: Singular and plural wh-objects both cause mis-
match effects.

i(ii) Number asymmetry: The mismatch effect is smaller with a plural subject.
(iii) Linear adjacency: The mismatch effect is strongest when the object head

noun is linearly adjacent to the auxiliary.
(iv) Noneffect of case or thematic cues: The mismatch effect is not substan-

tially reduced by preposition fronting of the object, or overt case marking on
the subject.

i(v) Discrete responses: The mismatch effect reflects discrete choices.
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Taken together, we believe that features (i)–(v) provide strong constraints on possible
accounts of the mismatch effect in the wh-object constructions we studied. Perhaps
most clearly, the finding that mismatch effects remain robust even when grammatical
role is explicitly disambiguated (iv) rules out accounts of this effect that turn on subject
confusion or syntactic misanalysis of some sort (Gorrell 1998; see also Bock & Miller
1991). We also note that the effect of linear adjacency of the object and the auxiliary is
not straightforwardly compatible with the temporary-misanalysis account. Given the
observation that lengthening ambiguous regions is known to make reanalysis more dif-
ficult (Ferreira & Henderson 1991, Tabor & Hutchins 2004), we would expect the addi-
tion of length to increase the severity of the mismatch effect, rather than decrease it, on
a subject-confusion account. The results of experiment 5 disconfirm this prediction.

We believe it is also difficult to straightforwardly account for our results using exist-
ing feature-transmission accounts of agreement errors, which are often invoked to ex-
plain attraction from PP postmodifiers. For example, the finding of discrete response
patterns (v) is incompatible with graded representations of number on the subject, rul-
ing out a mechanism such as the SAP number-marking value in Eberhard et al. 2005. In
contrast, this finding is compatible with a discrete feature-transmission mechanism,
such as feature percolation. However, there are two features of our data that may be
taken as arguments against this interpretation. First, consider our findings that all ob-
jects interfere (i) and the number asymmetry effect (ii). Feature-transmission accounts
of agreement attraction often invoke markedness to account for the widely observed
number asymmetry in agreement attraction (e.g. Eberhard 1997). If one adopts the view
that singular NPs do not (normally) carry a number feature, then these accounts make
the strong prediction that there should be no interference at all from singular objects,
because the singular object does not have a [singular] value to transmit to the subject.
Thus, the simple observation of attraction from singular fronted objects prevents these
models from providing a satisfactory account of the current data. Although we suggest
that these theories do not straightforwardly extend to our configurations, we hasten to
add that the finding of interference from singular distractors does not empirically dis-
tinguish the mismatch effect in wh-questions from the mismatch effect in PP attraction.
Franck and colleagues (2002) observed reliable mismatch effects from singular distrac-
tors inside PP postmodifiers in French, as well as in English. Their findings suggest that
attraction from unmarked singular distractors is reliably observed in configurations that
have an overall high rate of agreement errors. Other studies have also reported some ef-
fect of a singular distractor in a PP postmodifier in English (e.g. Staub 2009), though
this effect, as in the present data, is smaller than the corresponding plural effect.

A second difficulty in our data for feature-transmission models of agreement attrac-
tion is the effect of linear order (iii). Linear distance from the local noun to the agreeing
verb does not appear to be a strong factor in agreement attraction from PP postmodifiers
(Bock & Cutting 1992, Franck et al. 2002, Vigliocco & Nicol 1998). Gillespie and
Pearlmutter (2011) provide evidence that it may be linear distance from the distractor to
the head noun, rather than the linear distance from the distractor to the verb, that con-
tributes to agreement attraction with PP postmodifiers. However, Haskell and MacDon-
ald (2005) provide evidence for a strong effect of linear adjacency on agreement with
conjoined subjects, as in 8.

(8) a. Can you tell me whether the horses or the clock is/are red?
b. Can you tell me whether the clock or the horses are/is red?

Haskell and MacDonald observed almost 100% plural production in 8b, compared with
approximately 25% plural production in 8a. When they reversed the linear order of verb
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and the controlling disjunction by prompting participants to ask yes/no questions (e.g.
‘Are the horses or the clock red?’), this pattern was reversed. They concluded that speak-
ers consider linear adjacency between an NP and an inflected verb in addition to syntac-
tic prominence when selecting an agreement controller. Finally, Franck and colleagues
(2006) observed significantly more attraction from moved objects in cleft structures in
French when the subject was postverbal, creating an OVS structure, than when the sub-
ject preceded the verb, in a surface SVO structure. Overall, in terms of the effect that lin-
ear order has on agreement errors, errors in English wh-object questions pattern more
like agreement in disjunction and agreement from moved objects in cleft constructions,
rather than attraction from PP postmodifiers, which instead appears sensitive to the dis-
tance between the attractor and the head noun of the subject. This differential sensitivity
to linear order supports the view that distinct mechanisms may underlie the mismatch ef-
fect we observe in our studies and agreement attraction from PP postmodifiers.

If this line of argumentation is correct, we are left with syntactic-interference models
as the most promising account of erroneous agreement in wh-object questions. On this
view, the syntactic structure of the sentence has been correctly identified, but agreement
errors arise during the process of identifying an agreement controller over that struc-
ture. The finding that moved objects in English constituent questions create a particu-
larly potent form of agreement attraction is predicted on the model advocated by Franck
and colleagues (2002, 2006, 2010). This is because both the subject and the object in
this configuration are in a specifier-head relationship with the auxiliary, albeit at differ-
ent levels of representation. This follows from the standard assumption that the wh-
phrase in our stimuli has been moved to occupy a position in the specifier of the highest
clausal projection (e.g. CP), and that the process of auxiliary inversion involves moving
the inflectional head of the clause (e.g. T) to occupy the head of the highest clausal pro-
jection (CP). On the Franck et al. model, this tight syntactic relationship between the
moved object and the inflected auxiliary should allow the object to create a high degree
of interference in the search for an agreement controller (see also Franck 2011).

Our results suggest, however, that more than the spec-head relationship is at play in
determining the likelihood of object agreement. There is a substantial linear component:
the size of the mismatch effect decreases the further the head of the object NP is, in string
linear terms, from the agreeing auxiliary. This fits neatly with accounts of syntactic in-
terference that explain attraction effects in terms of working-memory retrieval errors
(Badecker & Kuminiak 2007, Wagers et al. 2009). These models can explain the linear-
adjacency effects by appealing to standard memory variables such as recency and decay,
which could make more distant distractors less available in working memory, and
thereby less available to create interference in the search for an agreement controller. In
addition, working memory-oriented explanations are compatible with a discrete re-
sponse distribution. However, the mismatch effect we observed in our experiments
creates both theoretical and empirical difficulties for existing models of syntactic inter-
ference based on working-memory retrieval. From a theoretical point of view, it is un-
clear what role retrieval from working memory would play in generating the mismatch
effect when the distractor noun is linearly adjacent to the critical verb, since this config-
uration may obviate the need for any retrieval of the object phrase from working mem-
ory (McElree 2006). Empirically, the results of experiments 2 and 3 fail to confirm the
predictions of a working-memory retrieval account, because neither overt cues to the
fronted object’s grammatical position (experiment 2) nor overt case cues on the subject
(experiment 3) significantly reduced the mismatch effect. Overall, our results suggest
that both structural factors (viz. specifier-head configurations) and linear adjacency con-
spire to determine how strongly a phrase will compete to be selected as an agreement
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controller, with relatively less influence from overt case or thematic cues. This simple
model accounts for features (i) and (iii)–(v) of our data.

The account we have described does not, on its own, provide any explanation of the
number asymmetry effect. One way in which the model may be extended to capture this
effect is to stipulate that phrases that bear a marked value for number (on our assump-
tions, plural NPs) outcompete phrases that do not bear marked values for number.
Badecker and Kuminiak (2007:68) suggest that this scenario follows from an optimal-
ity-theoretic approach to agreement computation. They suppose that in English there is
a highly ranked faithfulness constraint that prefers outputs that express marked number
values in the input (i.e. FaithAgr(PLURAL)), which is necessary to overcome the
markedness constraint that weighs against having marked features in the output (e.g.
*PLURAL). In any scenario with multiple potential agreement controllers, then, a faith-
fulness constraint of this sort will provide a bias toward selecting phrases with marked
features to control agreement; choosing the unmarked controller will result in a viola-
tion of the FaithAgr(PLURAL) constraint, and so will be dispreferred (see Badecker
& Lewis 2007 for a computational implementation of this idea).

This model predicts that highly marked controllers should outcompete less marked
controllers, minimizing the amount of interference they contribute. Intuition suggests
that this prediction is correct. Consider the effect of introducing into a wh-object ques-
tion a first-person subject, which is assumed to bear a marked person value relative to
third person NPs (Harley & Ritter 2002, Preminger 2014).

(9) *Which flowers are I planting in the garden today?
*Which flower are I planting in the garden today?

To our judgment, the mismatch effect does not arise in this configuration: 9a and 9b
seem equally ill-formed (see also Baker 2008). If this intuition is correct, it suggests
that configurational and markedness factors jointly determine the fitness of a phrase as
an agreement controller.

Finally, we note an informal observation about native speakers’ reactions to sen-
tences such as Which trees is the gardener planting?. For at least some speakers, the
subjective impression that this sentence is degraded survives the explicit recognition
that the verb does agree with the subject. We think that this is a qualitatively different
state of affairs from what obtains in the case of syntactic misanalysis, or in the case of
traditional agreement attraction. Naive subjects generally find The horse raced past the
barn fell to be completely unacceptable, until, often quite suddenly, it is not. Once the
subject is able to construct the correct parse, there is no remaining sense of difficulty or
unacceptability. By contrast, a sentence such as The key to the cabinets is on the table
does not generate much of a subjective impression of unacceptability in the first place.
But a number mismatch between an initial wh-object and the following auxiliary seems
(again, for at least some speakers) to have an effect akin to the effect exerted by a visual
illusion such as the Müller-Lyer illusion. In this case, the subjective impression that two
lines are of different lengths is not alleviated, let alone eliminated, by measuring the
lines and determining that they are in fact the same length. We think that this (admit-
tedly informal) observation provides an argument that the current phenomenon stands
apart from other forms of attraction, either in strength or in kind. It further suggests that
the sentence-processing mechanism does sometimes establish an agreement relation be-
tween the auxiliary and the preceding wh-object.

8.2. Conclusion. We conducted a series of experiments aimed at exploring the un-
usual agreement pattern observed in sentences like Which flowers are the gardener
planting?. Our investigations suggest that this phenomenon resists explanation in terms
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of existing models of agreement attraction. Instead, we argued for a model whereby
syntactic phrases compete to control agreement on the verb as a function of their
markedness and of their linear and structural relationship to the verb (see also Franck
2011 and references therein). This model predicts that moved wh-objects in constituent
questions in English should create a high degree of syntactic interference, leading to
a high degree of uncertainty about which phrase actually controls agreement in this
configuration.

AppendixA: Details of the judgment model

This appendix describes how we generated the distributional predictions of the discrete and gradient re-
sponse models of experiment 1.

The discrete model of the responses assumes that every response to partial match conditions is an inde-
pendent draw from either an ungrammatical reference distribution (Ungram) or a grammatical reference
distribution (Gram). The probability of sampling from either distribution is controlled by a mixing parameter
π, which here represents the probability of drawing from a sample from the grammatical distribution. We thus
draw a sample judgment j from the mixture model in the following fashion.

(A1) { j ~ Gram ]
j ~ Ungram (1 – ])

A sample from the gradient model is generated by independently drawing a sample g and a sample u
from the grammatical and ungrammatical reference distributions, respectively. A sample judgment j from the
admixture model is then computed by combining these samples in a weighted fashion.

(A2) g ~ Gram
u ~ Ungram

(A3) j = ]g + (1 – ])u
In this model, π is the relative weight given to samples drawn from the grammatical distribution. In order

to make the resulting samples j conform to the response scale, noninteger values of j were rounded to the
nearest integer.

Prior to fitting the models, we estimated the model-free parameter π by minimizing the distance between a
given model’s predicted mean response value and the observed empirical mean for a given test distribution.
To avoid local minima, we estimated π five times independently, and chose from these five runs the value of
π that had the smallest value on our objective function.

Next we modeled the response distribution for a given test condition by drawing n random samples from
each of the discrete and gradient response models, where n is the number of experimental observations in the
test condition to be modeled (in all cases n = 83). We smoothed the resulting counts using Laplace add-one
smoothing, which is equivalent to placing a uniform Dirichlet prior over the outcomes. The resulting
smoothed counts were then used to estimate the parameters of a multinomial distribution over each of the
seven possible response categories using maximum likelihood estimation.

To evaluate each model’s fit to the observed data in each of the four test conditions, we used the Bayesian
information criterion (BIC; Kass & Raftery 1995, Schwarz 1978). The BIC is calculated as follows.

(A4) BIC = −2ln L + k ln (n)
Where L is the data likelihood under the model, k is the number of model parameters, and n is the number of
data points.4 The BIC is a goodness-of-fit metric based on the data likelihood that can be used to compare
nonnested models. Here, the lower the BIC value, the higher the probability that the model assigns to the data.
Because raw BIC scores do not yield an easily interpretable measure of model performance, we computed
Bayes factors on the basis of the BIC scores. Here, the Bayes factors were the ratio of the likelihood of the
data given the discrete model to the likelihood of the test data given the gradient model. These ratios reflect
the odds in favor of the discrete model over the gradient model, and can be approximated from the difference
in BIC scores between two models by:

(A5) BF = exp(−½*∆BIC) (Kass & Raftery 1995)
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Appendix B: Experimental materials

Experiment 1
1. Which tree(s) is/are the gardener(s) planting?
2. Which basketball player(s) is/are the coach(es) planning to use this season?
3. Which contestant(s) is/are the reality show judge(s) going to send home tonight?
4. Which painting(s) is/are the art critic(s) talking about in the article?
5. Which spice(s) is/are the Mexican chef(s) going to add to the dish?
6. Which computer(s) is/are the technician(s) trying to repair before Monday?
7. Which barn(s) is/are the farmer(s) painting bright red?
8. Which wrench(es) is/are the plumber(s) supposed to bring today?
9. Which car(s) is/are the mechanic(s) rebuilding now?

10. Which window(s) is/are the janitor(s) supposed to wash?
11. Which TV program(s) is/are the kid(s) going to watch tonight?
12. Which vegetable(s) is/are the chef(s) using on the show?
13. Which bicycle(s) is/are the mechanic(s) working on today?
14. Which monkey(s) is/are the zookeeper(s) training this week?
15. Which teacher(s) is/are the administrator(s) firing at the end of the year?
Experiment 2
1. Which tree(s) is/are the hiker resting under? / Under which tree(s) is/are the hiker resting?
2. Which sandbox(es) is/are the kid planning to play in? / In which sandbox(es) is/are the kid planning to

play?
3. Which passenger(s) is/are the flight attendant yelling at? / At which passenger(s) is/are the flight atten-

dant yelling?
4. Which tourist(s) is/are the guide traveling with? / With which tourist(s) is/are the guide traveling?
5. Which arena(s) is/are the boxer fighting in? / In which arena(s) is/are the boxer fighting?
6. Which hostage(s) is/are the diplomat speaking to? / To which hostage(s) is/are the diplomat speaking?
7. Which state(s) is/are the plane flying over? / Over which state(s) is/are the plane flying?
8. Which bar(s) is/are the monkey hanging from? / From which bar(s) is/are the monkey hanging?
9. Which contestant(s) are/is the reality show judges speaking to? / To which contestant(s) are/is the real-

ity show judges speaking?
10. Which customer(s) are/is the Mexican chefs cooking for? / For which customer(s) are/is the Mexican

chefs cooking?
11. Which lake(s) are/is the girls swimming in? / In which lake(s) are/is the girls swimming?
12. Which river(s) are/is the boys fishing in? / In which river(s) are/is the boys fishing?
13. Which machine(s) are/is the mechanics working with? / With which machine(s) are/is the mechanics

working?
14. Which suspect(s) are/is the witnesses referring to? / To which suspect(s) are/is the witnesses referring?
15. Which car(s) are/is the burglars sleeping in? / In which car(s) are/is the burglars sleeping?
16. Which bed(s) are/is the kids jumping on? / On which bed(s) are/is the kids jumping?
Experiment 3
1. Which basketball players are/is the coach(es) planning to use this season? / Which basketball players

are/is they/he planning to use this season?
2. Which contestants are/is the reality show judge(s) going to send home tonight? / Which contestants

are/is they/she going to send home tonight?
3. Which paintings are/is the art critic(s) talking about in the article? / Which paintings are/is they/he talk-

ing about in the article?
4. Which spices are/is the Mexican chef(s) going to add to the dish? / Which spices are/is they/she going

to add to the dish?
5. Which computers are/is the technician(s) trying to repair before Monday? / Which computers are/is

they/he trying to repair before Monday?
6. Which trees are/is the gardener(s) planting? / Which trees are/is they/she planting?
7. Which barns are/is the farmer(s) painting bright red? / Which barns are/is they/he painting bright red?
8. Which wrenches are/is the plumber(s) supposed to bring today? / Which wrenches are/is they/she sup-

posed to bring today?
9. Which cars are/is the mechanic(s) rebuilding now? / Which cars are/is they/he rebuilding now?

10. Which roads are/is the bicyclist(s) using? / Which roads are/is they/she using?
11. Which TV programs are/is the kid(s) going to watch tonight? / Which TV programs are/is they/she

going to watch tonight?
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12. Which vegetables are/is the chef(s) using on the show? / Which vegetables are/is they/he using on the
show?

13. Which bicycles are/is the mechanic(s) working on today? / Which bicycles are/is they/she working on
today?

14. Which monkeys are/is the zookeeper(s) training this week? / Which monkeys are/is they/he training this
week?

15. Which teachers are/is the administrator(s) firing at the end of the year? / Which teachers are/is they/she
firing at the end of the year?

Experiment 4
1. Which basketball player(s) on the sideline(s) is/are the coach(es) planning to use this season?
2. Which athlete(s) in the tournament(s) is/are the referee(s) going to disqualify?
3. Which painting(s) near the sculpture(s) is/are the art critic(s) talking about in the article?
4. Which spice(s) on the shelf(s) is/are the Mexican chef(s) going to add to the dish?
5. Which computer(s) on the counter(s) is/are the technician(s) trying to repair before Monday?
6. Which tree(s) from the landscaper(s) is/are the gardener(s) planting?
7. Which barn(s) near the field(s) is/are the farmer(s) painting bright red?
8. Which tool(s) from the cabinet(s) is/are the plumber(s) supposed to bring today?
9. Which car(s) near the pedestrian(s) is/are the police officer(s) going to pull over?

10. Which road(s) through the park(s) is/are the pedestrian(s) crossing?
11. Which stamp(s) in the display case(s) is/are the postal worker(s) selling to the customer?
12. Which reptile(s) from the mountain(s) is/are the scientist(s) studying?
13. Which vegetable(s) from the garden(s) is the chef(s) using in the kitchen?
14. Which recipe(s) from the cookbook(s) is/are the chef(s) preparing?
15. Which monkey(s) in the tree(s) is/are the zookeeper(s) trying to find?
16. Which program(s) in the school(s) is/are the administrator(s) cutting at the end of the year?

Experiment 5
1. According to Mom, which tree(s) is the gardener planting today? / Which tree(s), according to Mom, is

the gardener planting today?
2. By the way, which TV program(s) is the kid going to watch tonight? / Which TV program(s), by the

way, is the kid going to watch tonight?
3. According to the landlord, which pipe(s) is the plumber supposed to fix next? / Which pipe(s), accord-

ing to the landlord, is the plumber supposed to fix next?
4. By the way, which road(s) is the biker afraid to travel on? / Which road(s), by the way, is the biker

afraid to travel on?
5. According to the schedule, which monkey(s) is the zookeeper training this week? / Which monkey(s),

according to the schedule, is the zookeeper training this week?
6. According to the teachers, which window(s) is the janitor supposed to wash? / Which window(s), ac-

cording to the teachers, is the janitor supposed to wash?
7. As far as you know, which car(s) is the mechanic rebuilding now? / Which car(s), as far as you know, is

the mechanic rebuilding now?
8. According to the ranchers, which barn(s) is the farmer painting bright red? / Which barn(s), according

to the ranchers, is the farmer painting bright red?
9. As far as you know, which vegetable(s) is the chef using in the dish? / Which vegetable(s), as far as you

know, is the chef using in the dish?
10. According to the students, which bicycle(s) is the mechanic working on today? / Which bicycle(s), ac-

cording to the students, is the mechanic working on today?
11. According to the news, which teacher(s) are the administrators firing this year? / Which teacher(s), ac-

cording to the news, are the administrators firing this year?
12. By the way, which computer(s) are the technicians trying to repair before Monday? / Which com-

puter(s), by the way, are the technicians trying to repair before Monday?
13. In your opinion, which contestant(s) are the reality show judges sending home tonight? / Which contest-

ant(s), in your opinion, are the reality show judges sending home tonight?
14. By the way, which house(s) are the contractors being hired to work on? / Which house(s), by the way,

are the contractors being hired to work on?
15. For this dish anyway, which spice(s) are the Mexican chefs using in the sauce? / Which spice(s), for this

dish anyway, are the Mexican chefs using in the sauce?
16. As far as you know, which basketball player(s) are the coaches recruiting this season? / Which basket-

ball player(s), as far as you know, are the coaches recruiting this season?
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17. According to CNN and MSNBC, which politician(s) are the voters going to kick out of office? / Which
politicians, according to CNN and MSNBC, are the voters going to kick out of office?

18. According to the professors, which problem(s) are the students going to get wrong? / Which problem(s),
according to the professors, are the students going to get wrong?

19. As far as you know, which painting(s) are the art critics talking about in the article? / Which painting(s),
as far as you know, are the art critics talking about in the article?

20. According to the blogs, which book(s) are the cool kids going to read this summer? / Which book(s),
according to the blogs, are the cool kids going to read this summer?
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