This study investigates how listeners associate acoustically different vowels with a single linguistic vowel quality. Listeners were asked to identify vowel sounds as /æ/ or /ʌ/ and to indicate the size of the speaker that produced them. Results indicate that perceived vowel quality trades off with the perception of speaker size: different vowels can sound the same, and the same vowel can sound different when a different speaker is perceived. These findings suggest that vowel normalization is broadly similar to perceptual constancy in other domains, and that social, indexical, and linguistic information play an important role in determining even the most fundamental units of linguistic representation.*
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1. Introduction. The phonemes that make up vowel systems are usually considered in terms of their perceptual qualities. For example, linguists may present the vowels of California English as in Figure 1a, where the axes represent the perceptual dimensions of vowel height (or openness) and vowel frontness (or backness). So, we may say that /u/ is ‘fronted’ in this dialect based on its position along the frontness axis, relative to its expected location. However, these representations do not provide any information about the acoustic realization of these vowels when produced by speakers of the dialect.

Vowel quality is the auditory sensation associated with vowel sounds, broadly similar to timbre. Perceived vowel quality is most strongly determined by the frequencies of the first two formants (Peterson 1961, Rakerd & Verbrugge 1985), with a weaker role for the third formant for some contrasts (Nearey 1989). However, between-speaker variation can result in ambiguity in the relationship between acoustics and vowel quality. For example, there are several locations in Figure 1b that could be associated with different vowel categories, as well as a range of locations that can be associated with each individual category. Despite this potential ambiguity, listeners can correctly identify vowel sounds at very high rates even when the sounds are presented in isolated /hVd/ syllables produced by unknown, randomly varying speakers (95% accuracy in
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Hillenbrand et al. 1995). This behavior has led to the suggestion that listeners carry out a process of perceptual ‘normalization’ that allows acoustically different sounds to be associated with the ‘same’ vowel quality. In fact, this perceptual ability is what allows researchers to create vowel-system organizations as in Fig. 1a, even though the sounds they use to arrive at such representations exhibit the variability seen in Fig. 1b.

The term ‘normalization’ can connote different processes and outcomes based on the theoretical approach adopted (for a review, see Johnson 2005). Here, the term ‘normalization’ is used to refer to the perceptual process that determines vowel quality from speech acoustics, including the ability to associate acoustically dissimilar vowels with a similar perceived vowel quality. Developing an understanding of perceptual normalization is important to linguistics for theoretical and practical reasons. The operations involved in normalization will determine which between-speaker differences are ‘normalizable’ in perception. Variation in vowel sounds that is normalizable may be ‘phone-preserving’ to listeners (Nearcy 1983), meaning that such differences will not affect perceived vowel quality and thus cannot be used to signal linguistic contrasts. By contrast, between-speaker variation that is not normalizable may be associated with differences in perceived vowel quality and can be used to communicate linguistic and social information between speakers. Thus, vowel normalization in perception influences and constrains both changes in vowel systems across time and phonologically and socially conditioned variation in vowel quality. As a result, a better understanding of perceptual normalization will benefit areas of linguistics ‘downstream’ from phonetics that relate to linguistic units specified in terms of vowel quality (e.g. phonemes and allophones).

In the pages that follow, I argue that vowel normalization should be considered an instance of perceptual constancy: the ability to perceive objects as having constant perceptual qualities despite differences in their associated sensory inputs. Although this comparison appears sporadically in the literature (e.g. Broadbent, Ladefoged, & Lawrence 1956, Kuhl 1979, Zhang, Peng, & Wang 2012), the full implications of this similarity have not previously been considered. Specifically, vowel normalization is similar to size constancy in the visual domain. I suggest that, in both cases, constancy is achieved by perceptual transformations that rely on the integration of multimodal sensory information, as well as social and cultural knowledge. Further, I argue that vowel normalization is guided by active cognitive control on the part of the listener, rather than representing the passive reception of speech sounds. Considering vowel normalization in this way suggests an ecological basis for the behavior and potentially imposes useful limits on the sort of variation that can be phone-preserving, which may aid the acquisition and communication of linguistic contrasts. Finally, the consideration of vowel normalization as perceptual constancy represents the integration of established findings from several different research domains and can naturally explain a seemingly disparate set of observed phenomena in the literature on speech perception.

1.1. Phone-preserving variation in formant patterns. The uniform scaling hypothesis (also known as the constant ratio hypothesis) is one of the earliest attempts to explain phone-preserving variation in formant patterns, its general outlines being suggested at least as far back as Lloyd 1890. The uniform scaling hypothesis states that the perceived quality of vowel sounds is more likely to be maintained when variation in formant patterns is according to a single scaling parameter, relative to uncoordinated changes to individual formant frequencies. This hypothesis has substantial empirical and theoretical support in the perception of vowel sounds. As noted by Miller (1989) and Johnson (2005), many seemingly different models of vowel perception are variations of
the general insight that formant patterns with the same vowel quality tend to be relatable by a single scale factor (e.g. Peterson 1961, Sussman 1986, Patterson & Irino 2014). Perceptual experiments indicate that uniform scaling of formant patterns preserves perceived vowel quality in a way that independent scaling of the formants does not (Nearey 1983). Furthermore, vowel quality can be maintained under uniform scaling for up to 200% differences in formant frequencies (Smith et al. 2005, Assmann & Nearey 2008). Because of this, uniform scaling of formant patterns is frequently used to simulate speakers of different sizes in experimental work on size perception (e.g. Smith & Patterson 2005) and in the entertainment industry (e.g. Alvin and the Chipmunks; Winer 2012), an approach that would not be possible if such shifts resulted in changes in the phonemic identity of speech sounds. In contrast, relatively small independent changes to individual formant frequencies can be used to signal differences in vowel quality.1

Variation of formant patterns according to a single spectral-scaling parameter (i.e. uniform scaling) results in spectra that differ in the expansion or contraction of a fixed pattern along the frequency axis, as in Figure 2a. Another way to look at this is that a single vowel quality can be associated with spectra differing in their ‘size’ expansion along the frequency axis, so long as their general, underlying spectral ‘shape’ is preserved (Irino & Patterson 2002). Changing the length of a vocal tract (or any other tube resonator) by applying equal proportional changes to all dimensions (Figure 2b) will result in output spectra that differ according to a single spectral-scaling parameter related to the proportional difference in length between the vocal tracts (Wakita 1977). For example, increasing the length of a vocal tract by a factor of 1.1/1 (110% of the original length) will result in a decrease in output formant frequencies by a factor of 1/1.1 (90.1% of original values). Thus, the spectral variation seen in Fig. 2a is of the sort expected when speakers who differ strictly in vocal-tract length adopt similar gestures (as in Fig. 2b). Variation according to uniform scaling will result in phonemes that vary along lines parallel to log F1 = log F2, and in vowel spaces that differ between-speaker as translations along these lines, as in Figure 2c (Nearey 1978). The spectral-scaling parameter associated with differences in vocal-tract length (or resonator size more generally) is referred to as ψ, where speakers with longer vocal tracts have lower values of ψ and produce lower formant frequencies overall.

![Figure 2. (a) Vowel spectra differing in their spectral scaling (ψ), and formant frequencies, by 16%. Line types indicate corresponding vocal tracts and vowel systems in (b)–(c). (b) Speakers differing in vocal-tract length and acoustic scaling ψ. (c) Vowel spaces corresponding to the speakers presented in (a). Variation strictly according to ψ constrains vowel spaces to differ along lines parallel to log F1 = log F2, indicated by the direction of the arrows.](image_url)

1 A clear example of this comes from experiments where listeners classify vowels varying along formant continua (e.g. Johnson 1990, Glidden & Assmann 2004). There can often be substantial differences in perceived vowel quality between adjacent steps in the continua, despite small differences in formant frequencies between steps (e.g. 3% for F1, 1% for F2 in Johnson 1990).
We may formalize the relationship between the underlying spectral shape, the spectral-scaling parameter, and the acoustic formant pattern as in equation 1. Consider an underlying spectral shape, $V_v$, associated with some vowel quality $v$. The formant pattern produced by speaker $s$ for this vowel, $F_{vs}$, can be thought of as the product of the underlying shape ($V_v$) and the speaker-specific spectral-scaling parameter $\psi_s$. For example, increasing the value of $\psi_s$ in equation 1 will result in an expansion of the underlying spectral pattern (as in Fig. 2a), resulting in higher formant frequencies based on the same underlying spectral shape. Several different parametrizations of $\psi$ have been proposed through the years, including the geometric mean formant frequency (Nearey 1978), the arithmetic mean formant frequency (Pisanski & Rendall 2011), and the average spacing between formants ($\Delta F$; Reby & McComb 2003a). Usually, the different parametrizations of $\psi$ provide estimates that are strongly correlated, and in many cases in the absence of error they would be perfectly correlated. Here, between-speaker variation in $\psi$ is discussed directly in terms of proportional differences in expected formant frequencies, so if the $\psi_s$ of one speaker is 10% higher than that of another, the first speaker is expected to produce formants that are 10% higher overall than those of the second speaker for any given vowel phoneme.

$$(1) \quad F_{vs} = V_v \times \psi_s$$

The uniform scaling hypothesis does not imply that all between-speaker variation in formant patterns for a phoneme should be according to uniform scaling, but rather that these differences are most likely to preserve vowel quality. For example, speakers of California English differ in terms of their participation in different aspects of the California Vowel Shift. Podesva et al. (2015) suggest that these differences are used by speakers to transmit information about identity and ideology. Differences in the production of individual phonemes between speakers will result in within-phoneme variation that is not according to uniform scaling. For example, differences in /u/-fronting mean that two speakers who produce approximately the same F1 and F3 frequencies for /u/ may differ in their F2 in a somewhat unpredictable manner based on their specific amount of fronting. Effectively, this means that different speakers can have subtly different specifications of the underlying spectral pattern ($V_v$) for the ‘same’ phoneme. The uniform scaling hypothesis does not suggest that such variation should not exist, but rather that this sort of variation is likely to be ‘heard’ by listeners, thereby allowing the transmission of linguistic and social information between speakers.

1.2. Spectral scaling and apparent-speaker characteristics. Since vocal-tract length is strongly correlated with speaker height across the entire human population (Fitch & Giedd 1999), and spectral scaling ($\psi$) varies predictably with vocal-tract length, $\psi$ provides useful information about speaker height and other correlated characteristics such as age and sex. Listeners are aware of this covariation and use information related to $\psi$ to estimate the height (Smith & Patterson 2005), age (Barreda & Assmann 2018),

---

2 Consider a speaker who produces formant frequencies that are exactly 10% higher than those of a second speaker, for every formant and vowel. The first speaker’s geometric mean formant frequency will be exactly 10% higher than that of the second. Further, their $\Delta F$ must also be exactly 10% higher since the distance between all formants has increased by 10%. As a result of this tendency, selection of a specific parametrization of $\psi$ most suitable for an objective depends on the goals of the research and the statistical properties of the different estimators. It is also important to consider that estimates of $\psi$ are contingent on the specific sample (and language) used to estimate them, complicating the estimation (and definition) of the ‘true’ $\psi$ for a speaker (Barreda & Nearey 2018). For example, estimates of $\psi$ for a single bilingual speaker would very likely differ across their two languages because of inventory differences between the languages, despite a single underlying anatomy.
and sex of speakers (Smith, Walters, & Patterson 2007, Hillenbrand & Clark 2009), consistently associating lower apparent values of $\psi$ with taller apparent speakers. A diverse set of mammal species such as red deer (Reby et al. 2005), koalas (Charlton et al. 2012), and dogs (Taylor, Reby, & McComb 2010) also exhibit behavior consistent with the use of $\psi$ to assess body size. This suggests that the association between $\psi$ and perceived size may be a fundamental aspect of auditory perception in mammals, and that this association likely predates speech communication in humans by a wide margin (Irino & Patterson 2002).

It has been noted that the use of size information in communication involves processes broadly similar to normalization in vowel perception (Barreda 2017). In fact, when viewed from a certain perspective, other mammal species also exhibit behavior that resembles normalization. For example, red deer produce several different types of calls, each of which serves a different communicative function (Reby & McComb 2003b). As a part of their mating behavior, male red deer produce a ‘common roar’ (Reby & Charlton 2012), which ‘is characterized by an initial drop in formant frequencies, which then plateau at minimum values before they rise again at the end of the roar’ (Charlton, Reby, & McComb 2008:2937). In red deer, size is strongly correlated with neck length, so differences in deer size directly relate to differences in $\psi$ in the calls of red deer (Reby & McComb 2003a). Female red deer prefer males whose roars suggest a lower $\psi$ (Charlton, Reby, & McComb 2007), and male deer will increase their roaring rates and lower their $\psi$ when exposed to roars from a male deer with a low apparent $\psi$ (Reby et al. 2005). These behaviors suggest that the formant structure of roars provides ‘individuals with the means to assess the [vocal-tract length] and probable body size’ (Reby et al. 2005:946) of other deer. So, two roars whose formant patterns suggest differences in $\psi$ are interpreted by deer as signaling differences in deer size, rather than reflecting a change in call type—they are interpreted as two instances of the ‘same’ call. This behavior is broadly analogous to a listener who can identify different realizations of a vowel phoneme as being ‘the same’ despite differences in their formant patterns related to $\psi$. To complete the analogy, in such a situation the human listener is likely to make the same association as the deer and use the differences in formant patterns to infer differences in speaker size.

Although not typically considered in this manner, the uniform scaling hypothesis effectively suggests that between-speaker variation is most likely to be phone-preserving in cases where it can be interpreted as signaling a change in speaker size or other indexical characteristics dependent on $\psi$. In fact, this may be precisely why uniform scaling is phone-preserving: because this sort of variability ‘sounds’ like differences in size to human listeners, it is interpretable as nonlinguistic between-speaker variation. Thus, when speakers produce formant patterns that differ primarily according to uniform scaling, this variation will ‘feel’ to listeners like a change in the size of the speaker, rather than a change in the linguistic content of the signal. As a result, between-speaker variation according to uniform scaling potentially allows vowel normalization to operate via mechanisms already in place to interpret size information from sounds (Patterson & Irino 2014).

1.3. Active participation in the maintenance of uniform scaling. If vocal tracts differed only in length and speakers adopted similar gestures in production, they would produce formant patterns that differed strictly according to a single spectral-scaling parameter ($\psi$). However, it has long been noted that speakers can vary in their vocal-tract geometry in significant ways above and beyond differences in length. It has been suggested that anatomical differences between the vocal tracts of adult males and
females should result in nonuniform scaling of formant patterns for different speakers (Fant 1966, 1975). In fact, between-speaker differences in vocal-tract anatomy are pervasive, with substantial differences in the geometry of the vocal tract as a function of age, height, and sex (Story et al. 2018). This means that not only are there significant anatomical differences between adult males and females, but that such differences also exist between all speakers, and that all speakers will pass through a wide range of different vocal-tract geometries as they age into adulthood. Thus, if deviations from uniform scaling followed strictly from anatomical differences between speakers, we should expect to see large, consistent deviations from uniform scaling in the formant patterns produced by the speakers of a dialect for a given phoneme as a function of age, sex, and height. This does not appear to be the case, and speakers tend to produce formant patterns that largely conform to uniform scaling (Turner et al. 2009, Barreda & Nearey 2013).

It has been suggested that speakers actively adopt compensatory gestures in order to maintain variation in formant patterns according to uniform scaling, despite anatomical differences (Nordström & Lindblom 1975, Turner et al. 2009). In fact, since speakers necessarily pass through many vocal-tract geometries as they grow from children to adults, the only way to produce consistent formant patterns at different ages would be to update gestures to match changing anatomies. This would require speakers to continuously monitor their acoustic outputs and update their gestures as necessary as their vocal-tract structure changes through time. The monitoring of speech output to maintain an expected formant pattern is behavior that has been observed in several different experimental paradigms. For example, bite-block experiments show that when jaw movement is impeded, speakers can drastically alter their articulation in order to produce formant patterns similar to their unimpeded productions (Fowler & Turvey 1980). Similarly, in experiments where speakers receive altered auditory feedback regarding their own productions, speakers immediately adopt compensatory gestures to try to maintain expected formant patterns given the altered feedback (Purcell & Munhall 2006). Although these compensatory mechanisms have been demonstrated at single points in time, this monitoring could also be employed to maintain a constant vowel quality in the face of age-related changes in vocal-tract anatomy. In the absence of such behavior, speakers would rigidly recreate the gesture they learned as young children in their adult bodies, resulting in large deviations from the formant patterns they initially produced as children.

In this view, the maintenance of uniform scaling of formant patterns in a speech community requires effort on the part of speakers and should not be thought of as occurring by default. Although such behavior results in more work for speakers, the maintenance of uniform scaling may facilitate perception by reducing variation in formant patterns to the ‘simple’ case of variation strictly according to vocal-tract length. When this occurs, between-speaker variation will typically be of the kind that tends to be treated as linguistically irrelevant by listeners (i.e. ‘normalizable’ size variation) rather than reflecting unpredictable anatomical differences between speakers.

### 1.4. Ambiguity in Spectral Patterns

Variation between speakers can result in between-category overlap in the formant space, resulting in formant patterns that are ambiguous with respect to phonemic category. According to the uniform scaling hypothesis, vowel phonemes that differ along the dimension associated with differences in \( \psi \) (e.g. /æ/ and /ɨ/ in Fig. 2c) in a formant space may be most perceptually confusable to listeners. This is because the differences in the formant patterns between these phonemes also resemble differences between speakers according to spectral scaling, with one vowel having an inherently ‘bigger’ or more expanded formant pattern (\( /æ/ \) in
this case). For example, the spectra presented in Fig. 2a could represent the productions of /ʌ/ by the two speakers in Fig. 2b, or they could represent the productions of /æ/ (dashed line) and /ʌ/ (solid line) by the smaller speaker. However, even in the absence of ambiguity about phonemic categorization, there may always be phonetic ambiguity for any given vowel token, even within a single category. This is because variation along the axis indicated in Figure 1c above can represent a difference in vowel quality (and the underlying spectral pattern $V_v$), a difference in $\psi$, or a combination of the two. As a result, two tokens of a single phoneme that vary along one of these lines can indicate either subphonemic differences between speakers with the same $\psi$, the same quality for speakers of different $\psi$, or some combination thereof.

A comparison can be made between the spectral ambiguity resulting from variation in $\psi$ and the ambiguity that results from the distance-related scaling of objects in the visual domain. The perceived visual size of an object is related to the size of the retinal image in the eye of the observer. All other things being equal, an object with a larger retinal image than another will be perceived as larger. However, as distance from the observer decreases/increases, the retinal image is scaled proportionally and uniformly across every dimension (i.e. height-scale factor = width-scale factor). This means that, for example, as a square object moves further away from or closer to an observer it may appear to be a larger or smaller square, but not a rectangle. Consider two objects with roughly the same shape that differ primarily in their intrinsic scaling, such as a car (the inherently ‘big’ pattern, /æ/) and a one-eighteenth scale replica of the car (the inherently ‘small’ pattern, /ʌ/). When observing images of these objects in isolation, as in Figure 3a–b, it is difficult to know if the apparent sizes of the objects reflect differences in their inherent sizes, differences in the distance-related scaling of the objects, or some combination of the two. Just as in the case of /æ/ and /ʌ/, the shapes in Fig. 3a–b can be ambiguous to observers because the difference in their intrinsic shapes is of the same kind as the orderly scaling variation that exists in the domain. Note also that when the image is scaled nonuniformly (Figure 3d), the result is no longer the perception of changing size or distance, but rather the impression that the object has changed.

Representations such as those in Fig. 1b overstate the confusability of formant patterns by omitting information in the higher formants (the formants above F2). The higher formants may help disambiguate many cases of between-category overlap seen in the two-formant space in at least two ways. First, they may provide more reliable information about $\psi$ (and vocal-tract length) for a speaker by being relatively stable across vowel categories within-speaker, relative to the lower formants (Wakita 1977, Lammert & Narayanan 2015). Second, the higher formants may reduce ambiguity in the lower formants by directly specifying the spectral pattern to a greater extent. For ex-
ample, front vowels tend to have F3 and F4 values that are 200–400 Hz higher than those of back vowels (Hillenbrand et al. 1995:3103, table V), meaning that some ambiguity seen in Fig. 1b could potentially be resolved by considering the position of the higher formants. However, enough ambiguity remains that there is a many-to-many mapping between spectral shapes and perceived vowel quality: one spectral shape can be associated with different vowel qualities, and different spectral shapes can be associated with similar vowel qualities. As noted by Nusbaum and Magnuson (1997), many-to-many mapping problems are inherently nondeterministic and cannot typically be solved by cognitively passive (open-loop) perceptual processes. Passive processes are characterized by static relationships between inputs and outputs, resulting in predictable perceptions given fixed stimulus properties regardless of the listening situation (e.g. Syrdal & Gopal 1986, Miller 1989). However, many-to-many perceptual problems require variable mappings between inputs and outputs. As a result, Nusbaum and Magnuson suggest that many-to-many mapping problems, including vowel normalization, need to be solved with cognitively active (closed-loop) perceptual processes, which can relate sensory information to perceptual units in a context-dependent manner, often relying on feedback from other sensory or cognitive processes.

1.5. Disambiguation through the consideration of spectral scaling. It has long been noted that potentially ambiguous formant patterns relate to perceived vowel quality based on the relative location of the vowel within the speaker’s vowel system (Joos 1948, Ladefoged & Broadbent 1957, Nearey 1989). This suggests that a vowel at the location indicated by the circle in Figure 4a would most likely be identified as an /ʌ/ for the speaker in Figure 4b, and as an /æ/ for the speaker in Figure 4c. So, although the location indicated in the figure is associated with a fixed formant pattern, it is potentially associated with two different perceived vowel qualities based on their position in the speaker-dependent vowel space (Figure 4d). This ambiguity can be expressed in terms of the relation presented in equation 1 above: in Fig. 4a, a single acoustic formant pattern can potentially reflect two underlying spectral shapes as a result of offsetting differences in spectral scaling. This suggests that in some cases, ambiguity in formant patterns may be resolved by controlling for the spectral scaling associated with the speaker.

Figure 4. (a) A formant pattern falling in a potentially ambiguous location in the vowel space. (b)–(c) Two different interpretations of the vowel based on differing estimates of $\psi$. (d) Each $\psi$ estimate is associated with a different relative ($\psi$-adjusted) location in the vowel space, resulting in different possible vowel qualities for the single formant pattern. Relative locations were found by dividing the ambiguous formant pattern in (a) by the geometric mean formant frequency of the vowels of the speakers in (b) and (c), as in equation 3. Line types indicate associations between vowel spaces and interpretations.

3 I highlight situations where there is phonemic ambiguity because these cases are easiest to consider, and they are potentially the most linguistically interesting. However, as noted earlier, there is potentially continuous phonetic ambiguity for any formant pattern, meaning that there are many more than two potential interpretations of the location indicated in Fig. 4a.
The relationship presented in equation 1 can be rearranged to isolate the underlying spectral pattern \( (V_v) \) from variability related to spectral-scaling differences between speakers, as in equation 2. The inversion in equation 2 follows directly from the relationship between resonator size and formant patterns presented in equation 1: if formant patterns \( (F_{vs}) \) are the product of some underlying spectral shape \( (V_v) \) and \( \psi_s \), then dividing the formant pattern by \( \psi_s \) should reveal the underlying spectral shape. In practice, listeners only have access to estimates of \( \psi_s \), \( \hat{\psi}_s \), resulting in estimates of the underlying pattern \( \hat{V}_v \) as in equation 3. Dividing the observed formant pattern by an estimate of \( \psi_s \) for a speaker results in a \( \psi \)-adjusted representation that controls for differences in scaling between speakers (as in Fig. 4d). By controlling for differences in spectral scaling, these \( \psi \)-adjusted formant frequencies relate more directly to perceived vowel quality than the acoustic formant pattern does. In the example provided in Fig. 4, the ambiguous location in the formant space could be classified unambiguously, given a known estimate of \( \hat{\psi}_s \) for the speaker.

\[
(2) \quad V_v = F_{vs} / \psi_s \\
(3) \quad \hat{V}_v = F_{vs} / \hat{\psi}_s
\]

Although controlling for \( \psi \) in vowel perception may help resolve ambiguity in formant patterns, this also results in a circular ‘chicken and egg’ problem where the determination of vowel quality relies on knowing \( \psi \), and knowing \( \psi \) relies on the determination of vowel quality. In Fig. 4, we see that in order to identify the ambiguous sound the listener must commit to an estimate of \( \psi \) for the speaker (Nearey 1978, Turner et al. 2009, Patterson & Irino 2014). However, estimating \( \psi \) accurately for a speaker requires that vowel quality be known: the point indicated in Fig. 4a is associated with different \( \psi \) estimates, and different apparent-speaker characteristics such as height, based on the vowel quality (and phonemic category) assumed for the sound.

Similar perceptual problems arise in other domains. As a result of the relationship between retinal image size, linear size, and distance-related scaling, an observer must estimate the distance of objects in order to estimate their linear size. This results in a trade-off between the apparent distance of an object and its apparent linear size (Holway & Boring 1941). For example, imagine a situation where the images of cars of different sizes were presented at random, without any contextual visual information, as in Fig. 3a–b. Suppose that observers were asked to determine: (i) whether the image represented a full-sized car or a one-eighteenth scale model of the car, and (ii) how far the car is from the photographer. We would expect listeners to identify the image as a full-sized car that is far from the observer, or a one-eighteenth scale replica that is close, but not vice versa. This presents a parallel situation to the ambiguous vowel in Fig. 4, which can only be either an /æ/ produced by a taller person, or an /ʌ/ produced by a shorter person. In both cases, decisions regarding the inherent shape (including the inherent ‘size’) of an object must be made together with decisions about the scaling that has been applied to the shape. Furthermore, just as in the identification of vowel sounds, ambiguity in visual objects is reduced by presenting the objects at a fixed distance, thereby equating the distance-related scaling applied to them. Presenting visual objects in such a ‘distance-adjusted’ condition would be analogous to the operation described in equation 3, and the representation shown in Fig. 4d.

\*\* In fact, this approach is taken by several algorithmic normalization methods proposed for use in quantitative sociolinguistic investigations (e.g. Nordström & Lindblom 1975, Nearey 1978, Johnson 2018). Although these methods differ in their parametrizations of \( \psi \), they all suggest that vowel quality is best reflected by considering \( \psi \)-adjusted, rather than absolute, formant patterns.\*\*
Vowel normalization as perceptual constancy

1.6. Vowel normalization as perceptual constancy. The problem of lack of invariance is not unique to speech but is instead ubiquitous in perception. For example, as a result of differences in distance, lighting, rotation, and so on, any known visual object will rarely look the same twice. Perceptual constancy is the tendency to perceive objects as having consistent perceptual qualities despite varying associated sensory inputs. For instance, the intensity of the light reflected from the white area of a sheet of paper under indoor lighting is roughly equal to the intensity reflecting from the black print on the same sheet when viewed under sunlight (Kaiser & Boynton 1996:199). Despite this, the paper appears white and the print appears black in both situations. Generally speaking, perceptual constancy tends to involve the reinterpretation of an apparent change in the characteristics of the object as information about the context in which the object is being observed. So, differences in the hue or brightness of an object might be interpreted as differences in lighting conditions (Hilbert 2005), and differences in the apparent shape of an object can be interpreted as differences in its rotation with respect to the observer (Slater & Morison 1985). As a result, maintaining perceptual constancy involves being able to solve the sorts of ‘circular’ problems posed by normalization, where determining the properties of an object and determining the properties of the environment depend on each other.

Vowel normalization is broadly similar to size constancy in the visual domain. Although the size of the retinal image changes as a function of distance, humans do not tend to perceive objects moving away from them as decreasing in size. Instead, the change in the retinal image size is interpreted by the observer as a change in object distance (Gogel 1969). Just as in vowel normalization (e.g. equation 3), subjective size constancy in the visual domain involves a ‘cognitive scaling operation’ (Sperandio & Chouinard 2015:253) whereby an apparent change in stimulus properties is reinterpreted as contextual information. Because of this process, visual objects maintain a constant apparent size and shape (and therefore identity), even as their representation in the eye of the observer changes.

In the case of vowel normalization, the ‘objects’ being held constant are phonemes of a dialect. By definition, each phoneme has a consistent (or nearly consistent) vowel quality across speakers of the dialect. In some cases, differences in the acoustic realization of vowel sounds are reinterpreted by listeners not as changes to the quality of the vowel (and therefore a change in the properties of the ‘object’), but rather as indicating a change in the ‘environment’ in which the vowel was produced, in this case the speaker’s vocal tract. This account of speech perception suggests that orderly variation according to speaker indexical characteristics is not ‘noise’ the perceptual system must filter away, but rather a rich source of information that can potentially facilitate speech perception. Here, it is suggested that between-speaker variation (within dialect) according to uniform scaling of spectral patterns is reinterpreted as variation in ψ, which also informs the perception of indexical and social information regarding the speaker. In the same way, the cars in Fig. 3a–b, and visual objects more generally, are simultaneously recognized as differing while also representing instances of a single object with fixed properties.

1.7. Apparent-speaker characteristics and the disambiguation of spectral patterns. Identifying vowel sounds requires committing to an estimate of vowel-space location (and ψs) for the speaker. As a result, in vowel perception listeners are effectively tasked with selecting the most likely ψs with which to interpret the sound (Nearey 1978). How listeners accomplish this for unknown speakers is a subject of debate. Al-
though human listeners do use prior context to help identify speech sounds (Ladefoged & Broadbent 1957), perceptual accuracy is still very high even for isolated syllables presented from randomly varying speakers. This indicates that although prior context is useful, it is not strictly necessary for accurate perception. Considering the relationship between vowel normalization and size perception may help us understand how listeners resolve this problem. Since $\psi$ is strongly related to highly salient indexical characteristics such as sex, height, and age, there may be a wealth of information (both auditory and nonauditory) available to help disambiguate such situations by suggesting constraints on plausible ranges of $\psi$ for a speaker. Thus, information about the speaker may affect perceived vowel quality ‘indirectly’ (Johnson 1990) by informing the estimate of $\psi$ used to interpret the vowel sound (Nearey & Assmann 2007). In this way, $\psi$ can be estimated accurately from a single vowel token, potentially solving the long-standing problem of accurate perception in the absence of context (Nearey & Assmann 2007).

Figure 5. (a) An ambiguous location is compared to three different vowel spaces, each associated with a different estimate of $\psi$. (b) The ambiguous pattern in (a) is adjusted for the $\psi$ implied by each vowel space in (a) using equation 3. This reveals three possible interpretations of the underlying formant pattern given different estimates of $\psi$. Line types indicate associations between vowel spaces and interpretations. (c) Distribution of average mean f0 and geometric mean formant frequency (used to index differences in $\psi$) for forty-five men (M), forty-eight women (W), and forty-six children between ten and twelve years of age (C) from the Hillenbrand et al. (1995) data set. Ellipses enclose two standard deviations of speakers of each category. Vertical lines indicate values of $\psi$ implied by the different vowel spaces in (a) and interpretations in (b). Each vowel space, and associated phonetic judgment, suggests a different sort of speaker.

An illustrative example of how this might work is presented in Figure 5, which shows an ambiguous lower-formant pattern and three possible interpretations. Each interpretation is associated with a different estimate of $\psi$ and different expectations about speaker f0, sex, age, and so on. In order for the listener to identify the ambiguous vowel as /æ/, they must decide on a low $\psi$ (and a long vocal tract). Evidence to suggest that the speaker is tall (e.g. an f0 of 110 Hz, a male face, low higher formants) may suggest a low $\psi$, making a listener more likely to identify the sound as an instance of /æ/. If the vowel were instead presented with an f0 of 230 Hz, a listener may expect a smaller speaker (and shorter vocal tract) and therefore a higher $\psi$. In this case, the listener may be more likely to identify the ambiguous pattern as an instance of /ʌ/. Finally, we see that the $\psi$ implied by the /o/ interpretation is very high, suggesting that the speaker should be small even relative to ten-year-old children. Listeners may be skeptical of this interpretation and unlikely to identify the vowel as an /o/ in the absence of concurring information (e.g. very high higher formants, visual information, etc.). As a result, what

5 The model being described here is the SLIDING TEMPLATE MODEL of vowel perception, first presented in Nearey 1978 and elaborated on in Nearey & Assmann 2007.
seems to be a circular problem for the listener may be resolved by using all available information to arrive at a holistic impression of a speech event, including a coherent integration of the perceived characteristics of the speaker and the utterance.

There is evidence suggesting that nonspectral information can affect perceived vowel quality indirectly in the manner outlined above. Johnson (1990) presents a series of experiments showing that the effect for f0 on perceived vowel quality is strongest when associated with perceived changes in speaker size. Johnson concludes that the results ‘can be explained if we assume that hearers construct a representation of the talker in the process of auditory word recognition’ (1990:652). Perceived vowel quality can also be affected by nonauditory information such as pictures of speakers of different sexes (Glidden & Assmann 2004) or even instructions about the sex of the speaker (Johnson, Strand, & D’Imperio 1999). In all of the aforementioned experiments, indirect effects on perceived vowel quality occurred in the direction predicted by the relationship between changes in ψ and perceived vowel quality: cues that suggest a larger speaker (e.g. a low f0, an adult male face) result in increases in the perception of open/low vowel quality for any given vowel sound. This is because when a lower ψ is assumed, any given formant frequency appears relatively higher, resulting in perceptually lower and more open vowels.

Such ‘indirect’ information can also play an important role in assessing the identity of objects in the visual domain. Figure 6a presents images of cars that have been modified according to uniform scaling. In the absence of any contextual information, these cars appear to vary in size, but the image is ambiguous. However, converging lines and objects of known sizes (e.g. roads, mountains) provide contextual information that can be used to estimate the scaling that has been applied to an object, thereby affecting our perception of the object itself. As a result, the cars in Figure 6b appear to represent three instances of full-sized cars, despite differences in the size of their representations. Figure 6c shows three cars of the same size. When presented with contextual information suggesting differences in distance, the result is a Ponzo illusion (Figure 6d) where an image of a fixed size appears to have multiple linear sizes based on contextual information. Just as with vowel perception, the different interpretations hinge on differences in the assumed scaling associated with a pattern. Importantly, in both vowel perception and visual object recognition, the disambiguation of some patterns can rely on information external to the differentiating characteristics of the object itself (i.e. ‘indirect’ effects).

As noted in §1.4, it has been suggested that the many-to-many mapping problem posed by vowel normalization likely involves active control on the part of the listener. If we take into account that vowel perception may involve the consideration of multimodal and contextual ‘indirect’ information in a speaker-dependent manner, it becomes more difficult to imagine that the process could be controlled in a passive, deterministic manner. The potential importance of considering vowel normalization as a cognitively active process is returned to in the discussion.

1.8. The current experiment. If vowel normalization operates as a mechanism of perceptual constancy similar to size/distance perception in vision, we expect two general patterns of results related to the estimation of phonemic identity and spectral scaling. First, a sound with a given formant pattern can result in different perceived vowel qualities based on differing estimates of ψ. Second, different sounds may have similar vowel qualities based on offsetting differences in apparent ψ. These situations are analogous to visual objects that appear to be different sizes despite being represented by the same image (Fig. 6d) and to visual objects that appear to have the same size despite
being represented by different images (Fig. 6b). To investigate this, listeners were presented with a series of vowels varying along a four-step lower-formant (F1, F2) continuum spanning from the /ʌ/ of a low-ψ voice to the /æ/ of a high-ψ voice. Crucially, each successive continuum step features equal proportional changes to F1 and F2. As a result, each step along the continuum is fundamentally ambiguous since it can be interpreted as signaling a difference in vowel quality (Vv), a difference in spectral scaling (ψs), or some combination of the two. Each of these steps was mixed with three f0 levels and three higher-formant levels (F3 and above). The effect of f0 on perceived vowel quality was expected to be primarily indirect, by suggesting higher or lower estimates of ψ. Since F3 does not vary in a predictable manner between these two phonemes within-speaker, its effect on perceived vowel quality for these stimuli was also expected to be primarily indirect.

For each trial, listeners were asked to classify the vowel sound as /ʌ/ or /æ/ and to indicate the height of the talker that produced the vowel in feet and inches. Apparent-talker height estimates were recorded in place of ψ estimates because these judgments are highly correlated with ψ (Smith & Patterson 2005) and listeners can provide them in a relatively consistent manner without training. We expected to find two key relationships between apparent-talker height and perceived vowel quality. In cases where acoustically different sounds are associated with a similar perceived vowel quality, we expect offsetting differences in the apparent heights associated with the different sounds, reflecting differences in estimates of ψ. Second, we expect a positive relationship between apparent-talker height and the perceptual ‘openness’ of the vowel, above and beyond the acoustic characteristics of the sound. This is because when a listener assumes a relatively lower ψ (and therefore a larger speaker), they will also be more likely to identify the vowel sound as /æ/.

Figure 6. (a) Three cars varying according to uniform scaling. (b) When presented against a background suggesting variation in distance the cars from (a) appear to be approximately the same size. (c) Three cars of the same size. (d) When the cars in (c) are presented against the same background as in (b), the result is a Ponzo illusion where a car of a fixed size may appear to be as small as a toy, or as large as a small building, based on external cues regarding distance to the observer.

2.1. Participants. Participants were thirty-five native speakers of California English (twenty-eight women and seven men). All listeners reported normal hearing and participated in a single thirty-minute experimental session in exchange for partial course credit.

2.2. Stimuli. Stimuli were thirty-six synthetic vowel sounds, made using a Klatt synthesizer included in Praat (Boersma & Weenink 2016). Each vowel had steady-state formant frequencies and was 225 ms in duration. Stimuli consisted of a four-step lower-formant (F1, F2) continuum, crossed with three higher-formant levels and three f0 levels, for a total of thirty-six stimuli. The low f0 level was set to a value typical for an adult male (120 Hz), while the mid and high f0 levels represented increases of a half octave and an octave, respectively. Final f0 was 20% lower than initial f0 for each level (given in Table 1), and f0 decreased linearly across the duration of the vowel.

Each higher-formant level consisted of a set of fixed, steady-state formant frequencies from F3 to F8. Values for F3 are given in Table 1. The low F3 value was chosen to be appropriate for both /æ/ and /ʌ/ for an average adult male. For the low higher-formant level, every successive formant above F3 had a center frequency 1100 Hz higher than the previous formant. The mid higher-formant level was created by increasing all of the low higher formants by 11%. The high higher-formant level was created by increasing all of the mid higher formants a further 11%, resulting in a 24% difference between the low and high levels.

<table>
<thead>
<tr>
<th></th>
<th>LOW</th>
<th>MID</th>
<th>HIGH</th>
</tr>
</thead>
<tbody>
<tr>
<td>f0</td>
<td>120</td>
<td>170</td>
<td>240</td>
</tr>
<tr>
<td>F3</td>
<td>2475</td>
<td>2755</td>
<td>3068</td>
</tr>
<tr>
<td>STEP</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>F1</td>
<td>684</td>
<td>735</td>
<td>789</td>
</tr>
<tr>
<td>F2</td>
<td>1354</td>
<td>1455</td>
<td>1563</td>
</tr>
</tbody>
</table>

Table 1. Initial values for f0 and steady-state F3 values for each f0 and higher-formant level, respectively.

Higher-formant levels were chosen to reflect the natural covariance between f0 and \( \psi \), which suggests that the logarithm of \( \psi \) increases at about one third the rate of the logarithm of f0 between speakers (Miller 1989, Nearey & Assmann 2007): Neary and Assmann report a relationship of \( \Delta \log(\psi) = 0.31 \times \Delta \log(f0) \). Since f0 levels increased by an octave from low to high, higher-formant frequencies were increased by 24% between the high and low levels since \( \exp(0.31 \times \log(2)) = 1.24 \). The mid higher-formant level was set so that each formant equaled the geometric mean of each higher formant (e.g. F4, F5, \ldots) at the low and high levels.

2.3. Procedure. Listeners were presented with stimuli randomized along all stimulus dimensions, blocked by repetition. Listeners were played sounds over headphones in a sound-attenuated booth. Each stimulus was presented four times, for a total of 144 trials per subject. Responses were entered using a computer graphical user interface. Listeners were instructed that they would be hearing the voices of males of different ages and were asked to indicate, for each trial: (i) the vowel category, and (ii) the height of the apparent talker. Vowel responses were indicated by clicking on buttons marked ‘HAD’ and ‘HUD’. Height responses were indicated by clicking on a horizontal ruler that spanned from three feet, zero inches to seven feet, zero inches, with markings at three, four, five, and six feet. When listeners clicked on the ruler, the height associated
with their response was indicated above the ruler, rounded to the nearest tenth of an inch. Listeners were allowed to replay the stimulus for each trial up to three times. When listeners were satisfied with their responses, they clicked on a button marked ‘submit’ and the next stimulus played after a one-second pause. All listeners completed all 144 trials in the experiment.

The experimental design used here is similar to that used in Barreda & Nearey 2012. However, that experiment focused on the role of f0, and did not find a significant relationship between apparent-speaker size (collected in undefined size units) and perceived vowel quality. The experiment presented here improves on the methods used in that experiment by collecting apparent height using well-defined units of measurement, using a more powerful analysis method, and minimizing the confound of size and gender by instructing listeners that all speakers were males of different ages.

2.4. Analysis: Bayesian multilevel regression models. The experimental design resulted in participants reporting two response variables: vowel quality and talker height. Since one of these dependent variables is dichotomous and the other is continuous, these responses were modeled using two multilevel Bayesian regression models with largely the same structure and predictors. Apparent-talker height for a given trial was modeled as normally distributed with a mean equal to the predicted apparent height for a trial, and a listener-specific variance parameter. Effectively, this means that the residual of height responses is expected to be (approximately) normally distributed. The predicted apparent height for a trial \( h \) was modeled as varying as a linear combination of several predictors as in equation 4, where \( \beta_0 \) is the intercept and the remaining \( \beta \) terms represent predictor effects for the lower formants (LF), the higher formants (HF), f0, and perceived vowel quality, for subject \( s \). All dependent variables were coded as continuous predictors centered at zero, where differences in levels were indicated by unit changes in the predictors.

\[
\begin{align*}
4. \quad h & = \beta_0 + \beta_{LF} LF + \beta_{HF} HF + \beta_{f0} f0 + \beta_{vowel} Vowel \\
5. \quad \beta & \sim N(\mu_\beta, \Sigma_\beta)
\end{align*}
\]

The \( \beta \) coefficients for each listener were modeled as five-dimensional vectors drawn from a multivariate normal distribution \( (\beta^s \text{ for subject } s) \), as in equation 5. The mean vector, represented by the vector \( \mu_\beta \), represents the equivalent of the ‘fixed effects’, while the listener-specific deviations from these means \( (\beta^s) \) correspond to ‘random effects’ for each predictor. Thus, the models used to analyze the data are equivalent to a mixed-effects model with a maximal random-effects structure, as recommended in Gelman 2005 and Barr et al. 2013.

Vowel responses were modeled as in equation 6, which features the same general model structure outlined above save for two important differences. First, height was used as a predictor in the equation rather than perceived vowel quality (as in equation 4). Second, a logistic regression analysis was carried out so that the model predicted the logit of the probability of observing a ‘HAD’ (/æ/) response on any given trial, as in equation 7.

\[
\begin{align*}
6. \quad \theta & = \beta_0 + \beta_{LF} LF + \beta_{HF} HF + \beta_{f0} f0 + \beta_{height} Height \\
7. \quad P(\text{response } = \text{‘HAD’}) & = \frac{1}{1 + e^{-\theta}}
\end{align*}
\]

The model was fit in R (R Core Team 2018) using JAGS (Plummer 2003). Bayesian inference relies on the consideration of the posterior probabilities of model parameters given the data and model structure. The posterior probabilities of parameter values will be summarized using the following statistics: the posterior mean, the posterior standard deviation (analogous to the standard error of the parameter), the two-tailed probability
of observing a sample greater/less than zero (analogous to a p-value), and the 95% highest-density interval (the smallest interval that encloses 95% of the posterior distribution of a parameter, similar to a confidence interval). Together, these statistics provide information about the most likely values of different parameters, and the uncertainty in these estimates.

3. Results. A summary of apparent-height judgments is presented in Figure 7a, which shows noticeable effects for f0, and only a slight visible effect for the higher formants. Although listeners were allowed to report speaker heights between thirty-six and eighty-four inches, most listeners provided height judgments that fell between approximately fifty-five and seventy-two inches, using only about a third of the possible response range. The restricted range used by listeners can likely be understood in terms of the average heights and average f0 for males of different ages (Figure 7b), which suggests that the low, mid, and high f0 levels resulted in the perception of adult, pubertal, and prepubertal males, respectively.

![Figure 7](image.png)

**Figure 7.** (a) Distribution of average height responses for each listener, averaged across lower-formant level, for each combination of f0 and higher-formant level. (b) Numbers indicate average heights (Fryar, Gu, & Ogden 2012) and f0 (Lee, Potamianos, & Narayanan 1999) of boys of different ages. Error bars indicate one standard deviation. Letters indicate the average height reported for low (L), mid (M), and high (H) f0 levels, plotted according to their initial f0. Error bars indicate one standard deviation of within-listener averages for each condition.

Information about selected model coefficients for the regression analysis of height responses is presented in Table 2. The acoustic effects are all in the expected direction, where increasing formant frequencies and f0s are associated with the perception of shorter speakers. The effect of vowel quality indicates that in situations where the stimulus was classified as /æ/, listeners reported speakers that were approximately 0.9 inches taller on average, holding the acoustic characteristics of the vowel constant. This effect is of a similar magnitude to the spectral effects (−0.71 and −0.38 inches for the lower and higher formants, respectively) but substantially smaller than the effect for f0 (−3.75 inches). The vowel effect is in the expected direction, since a lower assumed ψ is associated with taller speakers and should also result in more /æ/ responses for the lower-formant continuum.

A summary of vowel-quality judgments is presented in Figure 8. Information about regression coefficients for the vowel model is presented in Table 3, where positive coefficients signify an increasing probability of observing an /æ/ response. The LF (lower formant), HF (higher formant), and f0 effects represent changes in log-odds associated with a one-step difference in stimulus level, and all affect the perception of vowel quality in the expected direction. The height effect represents the change in log-odds associ-
ated with a one standard-deviation difference in apparent-talker height (5.3 inches across all listeners) and is also in the expected direction: taller apparent-talkers were associated with an increased likelihood of observing an /æ/ response, after controlling for stimulus acoustics.

The statistical models presented in Tables 2 and 3 indicate that apparent height and perceived vowel quality are related after controlling for the formant pattern (F1 through F8) and f0 of vowel sounds. Thus, holding acoustic information constant, in situations where listeners were more likely to identify a sound as /æ/, they were also more likely to hear a taller speaker. Based on the strong correlation between speaker height and vocal-tract length across males of different ages (Fitch & Giedd 1999), and the fact that listeners associate lower ψ with taller speakers, cases where speakers were identified as being taller represent instances where a lower ψ was likely assumed by the listener. Thus, the results presented in Tables 2 and 3 suggest that the spectral scaling inferred by the listener can affect perceived vowel quality, independently of stimulus acoustics.

### 3.1. Different interpretations of the same sounds

Figure 9a presents the probability of an /æ/ response for all stimulus sounds, divided into the upper and lower quartiles of size responses for each sound. This figure confirms our expectation that the perception of larger speakers will be associated with the perception of more open/
voiced fronted vowels, even when comparing responses for individual stimuli with fixed acoustic properties. Figure 9b presents the average height reported for a subset of stimuli, comparing cases when these sounds were classified as either /æ/ or /ʌ/. We see that listeners reported taller speakers when identifying vowels as /æ/, and that this held true over a range of speaker heights and perceived vowel qualities.

Figure 9. (a) Proportion of trials reported as /æ/ across all subjects for each individual stimulus. Lines indicate average responses for upper quartile of size responses (solid line) and lower quartile of size responses (dashed line). (b) Points indicate average height reported for individual tokens when these were classified as either /æ/ or /ʌ/; lines indicate the difference in apparent height for each token according to phonemic classification. Stimuli are arranged on the x-axis based on the rate at which they were classified as /æ/. Only stimuli that were identified as both categories at least ten times each are presented.

One question that arises is whether variation for individual sounds represents differences of opinion between listeners, or whether this variation exists within-listener. To investigate this, we considered the cases where listeners were not consistent in their phonemic identifications across their four responses to each stimulus sound. These cases reflect situations where listeners changed their mind about the phonemic identity (and vowel quality) of the sound at least once in the course of the experiment. The difference in apparent height when the listener reported /æ/ compared to when the listener reported /ʌ/ was found for each ambiguous sound, and the average difference between these was found for each listener. This difference (/æ/ − /ʌ/) was 1.15 inches on average across all subjects (t(34) = 3.3, p = 0.002), an effect of similar magnitude to the 0.9 inch effect of vowel on apparent height reported in Table 2. This indicates that when listeners change their minds about the quality of individual sounds, this is likely to be associated with perceived differences in apparent-speaker height (and ψ).

3.2. Similar interpretations of differing sounds. Figure 10 shows the relationship between apparent-speaker height and the probability of an /æ/ response for each stimulus sound, pooled across all subjects. Points joined by lines represent stimuli with the same formant pattern but differing f0s. There are many cases of stimuli with different formant patterns (i.e. points on different lines) falling on nearly the same horizontal position, indicating similar perceived vowel qualities. In most of these cases, the vowel with lower formant frequencies is associated with a taller speaker than the vowel with higher formant frequencies.

The slopes formed by the lines in Figure 10 indicate that differences in f0 lead to changes in apparent-talker height, as well as offsetting differences in perceived vowel quality, for any given formant pattern. For example, consider the location indicated by

6 Deviations from the pattern are mostly for probabilities very near to 0 or 1. The logits of these probabilities can vary dramatically based on very few responses and so are inherently noisier.
the vertical lines in Fig. 10. These lines cross two stimuli that were both judged to be /æ/ approximately 44% of the time, suggesting a similar perceived vowel quality. This is despite the fact that their lower-formant difference (step 2 vs. step 3) resulted in a change of around 50% for most of the categorization functions in Fig. 9a. Crucially, however, in this situation the token with the low higher formants and f0 was identified as being produced by a speaker who was 5'10" tall, while the token produced by the speaker with the mid f0 and high higher formants was identified as being 5'5". This suggests that vowel quality may be held constant for these acoustically distinct sounds in part due to differing estimates of ψ, which manifest as differences in the apparent height reported for the tokens. In addition, the relationships between apparent height and ψ coincide reasonably well with their empirical values in the population of speakers. The average nineteen-year-old in the United States is 5'10", while 5'5" represents the average height of children thirteen to fourteen years old (Fryar, Gu, & Ogden 2012). Lee, Potamianos, and Narayanan (1999) report that thirteen- and fourteen-year-old boys produce formant patterns that are approximately 10% higher than those of adult males. This difference in ψ corresponds roughly to the difference between lower-formant steps 2 and 3 (7.5%), the difference offset by the shift in apparent-speaker size between these two tokens.

4. DISCUSSION. The results presented in §3 are consistent with the interpretation of vowel normalization as a mechanism of perceptual constancy where the perception of vowel quality and the perception of apparent-speaker size are related by virtue of a shared reliance on a spectral-scaling parameter (ψ). Some implications of considering vowel normalization in this way are outlined in the remainder of this section.

4.1. NONDETERMINISTIC MODELS OF VOWEL PERCEPTION. Accounts of perceptual vowel normalization can be divided into two general categories based on whether they involve active cognitive control on the part of the listener (Magnuson & Nusbaum 2007). Cognitively active theories feature flexible relationships between inputs and outputs that can be modified as appropriate given the situation, and whose outputs are monitored to improve the performance of the process. In contrast, cognitively passive theories posit static relationships between relevant sensory information and perceived

Figure 10. Average height and probability of being identified as /æ/, pooled across all listeners. Each point represents an individual stimulus sound, numbers indicate lower-formant (LF) level, and line type indicates the higher-formant (HF) level. Points joined by lines have the same formant structure but differ in f0. The vertical lines indicate the location of stimuli with a 0.44 probability of being identified as /æ/. On the left, x-axis spacing is in terms of equal differences in logits, while the right panel represents equal differences in probability. The apparent changes in the relationship between apparent height and perceived vowel quality in the right panel arise because of boundary effects at 0 and 1.
vowel quality. Usually these mappings involve the application of a fixed transformation to a closed set of acoustic inputs so that these can be mapped to a predictable perceived vowel quality. Although cognitively passive approaches to vowel perception may offer useful first approximations to understanding vowel normalization, the lack of flexibility inherent in these approaches does not align with the literature on vowel perception in at least two important ways.

First, it is unclear that there are precise limits on the sorts of information that might influence perceived vowel quality, or speech perception more generally. As noted earlier, nonspectral and even nonacoustic information can affect perceived vowel quality. This behavior is in line with previous reports that speech perception involves the integration of multimodal information such as visual (as in the ‘McGurk effect’; McGurk & MacDonald 1976) and tactile information (Gick & Derrick 2009). In the current experiment, we have shown that perceived vowel quality can covary with apparent-speaker height in a predictable manner based on the relationships between vowel quality, speaker size, and spectral scaling. As a result, we might expect that a broad range of indirect evidence that suggests speaker size, or correlated indexical characteristics such as age or sex, might affect the perception of vowel quality. However, this is not to say that such indirect information is strictly necessary to the process of vowel normalization. For example, Smith (2014) reports that for vowel sounds of very short durations, listeners are able to categorize vowels accurately in cases where they are not able to reliably identify speaker sex. So, although indirect information appears to influence vowel perception when available, accurate perception can still occur when it is not. As a result, it is difficult to set strict a priori limits on the information that can affect speech perception, and on the information that must be included in any static mapping between sensory inputs and perceived vowel quality. Although this may seem too flexible, it would be in line with perception in other domains. Holway and Boring (1941) show that observers will rely on different sorts of sensory information to achieve visual size constancy in situations where information is restricted (e.g. in monocular vs. binocular vision). Sperandio and Chouinard (2015) summarize the multimodal nature of perception in the visual domain:

There is more to sight than meets the eye. Sight can also be the product of multisensory processing … there exists plenty of evidence that our visual perception mediating size constancy is not driven solely by retinal signals but also by extra-retinal signals originating from the eyes and other sensory organs. (Sperandio & Chouinard 2015:278)

Second, it is not clear that information is always used by listeners in a consistent manner regardless of the situation and regardless of speaker expectations. For example, although the fundamental frequency (f0) of vowel sounds affects vowel quality, it does so in a variable manner based on listener expectations (Johnson 1990). Previous experiments have also shown that perceived vowel quality can be affected by presenting listeners with male or female faces (Glidden & Assmann 2004) or simply by instructing listeners as to the sex of the speaker (Johnson, Strand, & D’Imperio 1999). In each case, the nonacoustic information can be thought of as affecting perceived vowel quality indirectly by suggesting more or less plausible estimates of $\psi_s$ for the speaker (as in Fig. 5). Here, results indicate that there can be orderly variation between apparent-speaker size and perceived vowel quality from trial to trial in a situation where listeners are asked to determine their own expectations regarding the speaker, and to report this via an estimate of the speaker’s height. In all of these cases, fixed acoustic information relates to different perceived vowel qualities solely as a result of changing listener expectations.
The consequences of these differences can be highlighted by considering a model of vowel normalization that is quite similar to the one presented here, but that nevertheless differs in important ways. Patterson and colleagues (Smith & Patterson 2005, Patterson & Irino 2014) suggest that the peripheral auditory system can automatically estimate $S_f$, a value analogous to $\psi$, based on spectral information only, and that this process could underlie vowel normalization and the determination of speaker size:

the internal version of $S_f$ functions as an independent variable in the auditory system … . When presented with a pair of speakers, listeners know … which speaker has the longer vocal tract, although they perceive it as a change in speaker size rather than a change in vocal tract length. In short, the experiments support the hypothesis that the auditory system automatically normalizes communication sounds for $S_f$ and [average f0] to segregate the message from the vocal characteristics. (Patterson & Irino 2014:428)

As a result of this peripheral processing, by the time the acoustic information in speech sounds reaches the cortex (where it could interact with linguistic or social information), $\psi$ could already have been estimated and segregated from the representation:

It is clear that automatic, peripheral normalization of pulse-resonance sounds would greatly benefit communication by adults and the development of communication skills by the young. Central mechanisms of learning, memory and recognition would be insulated from the variability of $S_f$ and [average f0] found in the natural environment, leaving them free to process phonemes in a size-invariant form. This would help explain how children learn speech from a small number of people with widely differing sizes and vocal characteristics. (Patterson & Irino 2014:420)

Reliable, automatically obtainable estimates of $\psi$ would certainly be tremendously beneficial to speech communication. However, it does not seem that this is possible given the between-category overlap that exists in the vowel space. For example, Nearey and Assmann (2007) compared different linear-discriminant models that classified vowels based on the average dialectal formant patterns for each phoneme, and an estimate of $\psi$ for the speaker. Their results indicate that selecting the best-fitting formant pattern leads to worse classification performance, relative to when the plausibility of the values of $\psi$ associated with each classification are also considered. So, listeners appear to rule out potential interpretations if they result in implausible estimates of $\psi$, even in cases where they would potentially lead to a good fit for a candidate vowel category. This indicates that the spectral information available to human listeners may be fundamentally ambiguous in some cases, such that recourse to ‘indirect’ information may be necessary for accurate speech perception. However, to the extent that the process of estimating $\psi$ is automatic and cognitively passive, it cannot allow for flexible, context-dependent use of acoustic information to factor into these estimates. It is also difficult to see how nonauditory, indirect information could be integrated into $\psi$ estimates in a cognitively passive manner.

It may once again be instructive to consider perceptual constancy in the visual domain. As noted by Holway and Boring (1941), perceptual constancy represents the limiting case in perception and should not be taken for granted. For example, although infants exhibit visual size constancy (Slater, Mattock, & Brown 1990), adults are better at maintaining size constancy than children are (Zeigler & Leibowitz 1957), indicating that this ability improves with experience. Further, maintaining perceptual constancy is facilitated by knowledge of the characteristics of the objects being observed. The visual system uses the properties of known objects to help improve speed constancy (Martín, Chambeaud, & Barraza 2015), shape constancy (Slater & Morison 1985), color constancy (Granzier & Gegenfurtner 2012), and size constancy (Gogel 1969). In each case, familiarity with the properties of an object helps one to reinterpret apparent changes to the object as environmental or contextual information. In vowel normalization, it is lin-
guistic objects (e.g. phonemes) whose qualities are being held constant by listeners. As a result, linguistic and social/cultural knowledge is likely crucial to the process of vowel normalization. For example, consider the ambiguous location in the formant space presented in Fig. 4a for a language with an /æ/-like vowel but without an /ʌ/-like vowel (e.g. Spanish). Speakers of this language have no reason to produce vowels near /ʌ/, and listeners have no reason to expect vowels near /ʌ/. As a result, the location indicated in Fig. 4a may be less ambiguous in this language as there is only one plausible estimate of phonemic identity and \( \psi \). In this case, linguistic knowledge would help to delimit the interpretations of speaker indexical characteristics.

Initially, we may think of the determination of vowel quality and the communication of social and indexical information as sequential processes such that, first, vowel quality is determined by perceptual processes that may be relatively automatic and ‘auditory’, and second, normalized vowel-quality units act as the input to the system that determines indexical and social speaker characteristics. So, for example, an instance of /u/ is first recognized as being perceptually fronted, and this information is then used to infer indexical and ideological characteristics associated with participation in the California Vowel Shift. Instead, a consideration of the pattern of results presented in the literature on normalization (and perceptual constancy more generally) suggests that linguistic, contextual, and social knowledge likely play a role in determining perceptual vowel quality. As a result, top-down knowledge is likely involved in the determination of even the most basic units of linguistic structure (cf. Zellou & Pycha 2018). From this perspective, it is not clear that a static mapping that reliably relates acoustics to perceived vowel quality in a manner that is free of context can ever be found. Instead, complete explanations of the determination of perceived vowel quality will likely need to embrace the multimodal and multidimensional nature of speech communication (for an excellent discussion of this topic, see Nusbaum & Magnuson 1997).

4.2. Passive and active listening modes. The reliance on a speaker-dependent parameter in vowel perception suggests that in order to maintain accuracy, listeners’ estimates of \( \psi_s \) should change when the speaker changes. Magnuson and Nusbaum (2007) suggest that vowel normalization is guided by a process they refer to as ‘contextual tuning’, which centers around the detection of speaker changes.7 When a listener encounters a new speaker, they begin normalization procedures to estimate \( \psi_s \) for the speaker. This process continues until a stable mapping is achieved, at which point active estimation of \( \psi_s \) may stop. The listener may use \( \psi_s \) to interpret future speech sounds until they feel that the estimate is no longer appropriate, for example, when a speaker change is detected. When this occurs, the listener may begin to estimate \( \psi_t \) for the new speaker. This view of speech perception suggests that listeners may have different listening modes based on the situation (Barreda 2012): a ‘new speaker’ (active) mode and an ‘old speaker’ (passive) mode. In the ‘new speaker’ mode, listeners are estimating \( \psi_s \) and carefully monitoring for speaker changes, potentially considering a broad range of information in the process. In contrast, in ‘old speaker’ mode the listener can passively receive the speech signal with reduced effort since, in the absence of a speaker change, there is no reason to expect ambiguity resulting from sudden changes in \( \psi \).

7 Nusbaum and Magnuson frame contextual tuning around a speaker-dependent representation, but are not specific regarding the implementation. Thus, the presentation of this theory as centering around \( \psi \), while consistent with their general framework, is adopted to facilitate exposition and is not meant to suggest that Magnuson and Nusbaum necessarily endorse a perceptual framework involving \( \psi \). The integration of contextual tuning with speaker-dependent \( \psi \) estimates in vowel perception is presented in more detail in Barreda 2013:119–44, where it is presented as the active sliding template model of vowel perception.
Two kinds of evidence support the notion that listeners behave differently when they are adjusting to different speakers, relative to single-speaker conditions. First, listeners appear to be doing more work, and solving a more difficult problem, when adapting to different speakers. Listeners exhibit longer reaction times (Mullennix, Pisoni, & Martin 1989), lower identification accuracy (Assmann, Nearey, & Hogan 1982), worse serial recall (Martin et al. 1989), and increased neural processing (Wong, Nusbaum, & Small 2004) in situations where they have to adjust to different speakers. Second, listeners can use cues differently depending on whether they need to adapt to different speakers. For example, Nusbaum and Morin (1992) report that listeners rely more on F0 and F3 in mixed-speaker listening conditions, relative to when speech is presented blocked by speaker. Importantly, the different behaviors seen in mixed-speaker listening conditions do not appear to arise from acoustic variation per se, but rather from the realization, conscious or subconscious, that the speaker has changed or may change (Nusbaum & Morin 1992, Magnuson & Nusbaum 2007, Barreda 2012).

After adapting to a speaker, listeners may behave in a manner broadly consistent with a cognitively passive perceptual model featuring static mappings between acoustics and perceptual units. Researchers interested in the transmission of linguistic units in ideal conditions (e.g. two fixed speakers of a single dialect) may be interested primarily in vowel perception in this passive mode. For example, researchers describing phonological or morphological alternations may be primarily interested, and justified, in considering these as static mappings since the effects of between-speaker ambiguity may not be directly relevant at this level of analysis. In contrast, listeners adjusting to new speakers, unknown dialects, or difficult listening conditions may behave in a manner that can only be explained by considering a cognitively active mode of perception. As a result, linguists in other areas, such as those investigating language acquisition or language variation and change, may be interested in considering the consequences of listener behaviors in the active, ‘new speaker’, mode of perception.

4.3. IMPLICATIONS FOR THE COMMUNICATION AND ACQUISITION OF VOWEL SOUNDS.

Considering vowel normalization to be an instance of perceptual constancy centering around the uniform scaling of formant patterns offers at least three related benefits for the effective communication and acquisition of speech sounds: it makes it a tractable problem, solvable based on ecologically motivated variation, that allows for solutions based on the joint consideration of a wide range of multimodal information.

First, phone-preserving variation along a single dimension presents listeners with a tractable problem (Nearey & Assmann 2007). When phone-preserving variation in formant patterns is restricted to a single degree of freedom, listeners have strict expectations about what kind of variation is linguistically irrelevant, and what kind of variation is linguistically meaningful. This includes expectations about the locations of vowel phonemes, and expectations about vowel-space dispersion, for any given speaker (Barreda & Nearey 2018). These advantages apply to the uniform scaling of formant patterns along any fixed function of the formant frequencies, whether it be the log scale or an auditory scale such as the ERB scale (Glasberg & Moore 1990). Effectively, the higher the dimensionality of the phone-preserving variation, the more difficult the normalization problem becomes for the listener.

It may be the expectation of variation along a single dimension that allows for the effective communication of vowel quality. For example, suppose that listeners were presented with productions of /u/ from two speakers that differed solely in their F2. Will the listeners think these tokens differ in their perceptual frontness? Under uniform scal-
ing, the independent variation of this formant constitutes direct evidence that one vowel is perceptually more fronted than the other. Thus, if a speaker wants to produce a perceptually more fronted /u/, they understand that independent modification of F2 will convey this information. Conversely, a listener that hears an /u/ with a higher-than-expected F2 can directly interpret this as a difference in the perceptual frontness of the vowel. Similarly, we may consider the perception and communication of hyperarticulation, where a speaker’s vowel space is ‘larger’ than expected. We may ask, larger with respect to what? It is only by defying some expectation regarding vowel-space dispersion that hyperarticulation could result in perceivable differences in vowel quality and communicate social meaning (e.g. D’Onofrio, Pratt, & Van Hofwegen 2019).

We may consider the alternative, that speakers could vary somewhat unpredictably in individual formant frequencies while also producing phonetically identical vowels. This would be as if in the visual domain squares became rectangles as a function of distance in an unpredictable manner, but were somehow still meant to be recognized as squares. If this were the case, the difference in F2 between the two aforementioned tokens of /u/ would be ambiguous: it could represent an intended difference in vowel frontness, or it could simply be an idiosyncratic difference in production that was intended to be linguistically irrelevant and perceptually ignored. In the absence of expectations about the scaling of formant patterns between speakers, a listener would not be able to interpret the difference between these vowels until they had more information about each speaker’s vowel space. To our knowledge, it has not been shown that the estimation of unpredictable, idiosyncratic (but still phone-preserving) nonuniform scaling patterns would be a tractable problem for listeners, especially not at the accuracy demonstrated even for syllables presented in isolation. In contrast, Nearey and Assmann (2007) and Turner et al. (2009) have shown that \( \psi \) (or an analogous measure) can be accurately estimated from a single vowel even if the vowel category is not known. Further, estimation of a single scaling parameter independently of the inherent ‘shape’ of an object is an ability that humans (and many other animals) already exhibit in the visual domain when estimating object distance, and in the auditory domain when estimating size information from speech sounds.

Second, uniform scaling as a phone-preserving transformation is not arbitrary, but is instead ecologically motivated. Constraints on phone-preserving transformations of formant patterns may arise from the ecologically determined variation between the size of a resonator and its output formant pattern, and the tendency of humans (and other animals) to interpret this variation as differences in size rather than differences in the content of the message. In fact, this relationship is so robust in the environment that blind listeners also make the association between \( \psi \) and speaker height, even making the same sorts of predictable errors as sighted listeners despite never having received any visual confirmation of the relationship between size and formant patterns (Pisanski et al. 2017). In the case of visual patterns, uniform scaling is fixed and determined by the environment. In contrast, as noted in §1.3, the maintenance of uniform scaling by a speech community likely requires effort on the part of speakers and does not occur by default. However, by producing sounds that conform to the ecologically determined covariance pattern between size and formant patterns, vowel normalization can operate via mechanisms already in place to interpret size information from sounds, which likely predate speech communication in humans.

It is important to note that preserving vowel quality in the face of different speaker-specific nonuniform scaling patterns would require a parallel system that is independent of the mechanisms used to infer size from speech. This is because the perception of size
from acoustics is understood to be based on differences in uniform scaling of formant patterns (i.e. \( \psi \)) due to the relationship between formant patterns and resonator size (Wakita 1977). As a result, it is not clear that the linguistic system can break free of the tendency of listeners to treat uniformly scaled formant patterns as perceptually equivalent. As noted in §1.2, interpreting variation in formant patterns strictly as variation in size presupposes that the objects are recognized as being equivalent, but differing in terms of scaling. Thus, if some nonuniform scaling difference were phone-preserving, listeners would have to simultaneously consider two vowels to be equivalent for the purposes of size perception, but not equivalent for the purposes of vowel quality (or vice versa). Although this is not entirely implausible, theories of nonuniform phone-preserving transformation have a relatively high evidential bar to clear in that they present the listener with several additional problems, go in the face of the ecological variation available to the listener, and provide no clear benefit for speech communication.

Further, in the absence of any external motivation (ecological or otherwise), theories of vowel normalization run the risk of being ‘overfit’ to a particular set of data. As noted in §1.1, several proposals have been put forth suggesting phone-preserving variation to be quite similar to uniform scaling, but differing somewhat in their details. Researchers propose the best theory given the data at hand; however, data is always limited, leading to slightly different conclusions given the same overall listener behavior. When considering the particular details of a theory of vowel normalization, we may ask, why this way and not another? Although it is not strictly necessary that a proposal have an answer to this question, considering this can help situate an approach within a larger body of evidence and avoid the risk of tailoring the hypothesis to a limited set of observations. Here, we present an approach to understanding vowel normalization with a strong ecological grounding that explains many behaviors seen in speech perception naturally, without recourse to ad hoc mechanisms. Further, this proposal integrates findings from several fields, including human behaviors in other domains and the behavior of other mammals in the auditory domain, most of which are uncontroversial in their own right.

Finally, treating vowel normalization as a problem of perceptual constancy suggests that listeners will naturally use multimodal and ‘indirect’ information to reduce ambiguity in formant patterns, potentially resolving long-standing issues regarding how listeners identify vowel quality in the absence of context. Phone-preserving variation according to uniform scaling would allow vowel normalization to operate via cognitive scaling operations related to perceptual constancy of the kind that humans are demonstrably adept at resolving, indicating that the cognitive structures or processes required for such tasks are already in place in the brain. Although these benefits would undoubtedly help effective speech communication between adults, they may actually be most helpful in language acquisition since the issue of phone-preserving transformations is particularly acute in this case. For example, how can a child establish a phonemic category when individual tokens can exhibit substantial between-speaker variations in formant patterns? Further, even if the signal the child were exposed to was invariant between adult speakers, it would still be far outside the range of formants that a young child could produce. As a result, the child must translate (i.e. ‘normalize’) any formant pattern they wish to repeat to a range of frequencies they can produce. Despite these obstacles, six-month-old infants recognize that acoustically distinct vowel sounds can nevertheless represent instances of the same phonetic category (Kuhl 1983), and children acquire the speech sounds of their language with relative ease.

Although there is some debate as to what underlies the ability of infants to normalize speech, children might benefit from approaching this as a problem of perceptual con-
Vowel normalization as perceptual constancy. In fact, infants exhibit all of the behaviors necessary to carry out vowel normalization as perceptual constancy. Newborn infants exhibit visual size constancy, demonstrating the ability to carry out the cognitive scaling operations required for vowel normalization (Slater, Mattock, & Brown 1990). Three-month-old infants are sensitive to the relationship between $\psi$ and animal size, indicating that variation according to uniform scaling is understood to represent size information (Pietraszewski et al. 2017). Two-month-old infants are sensitive to mismatches between phonemes and visual evidence of faces producing them (Patterson & Werker 2003), and sex and voice (Bristow et al. 2008), indicating the integration of multimodal information in speech perception. Five-month-old infants use decreasing sound amplitude, along with decreasing image size, to infer increasing distance in visual objects (Pickens 1994), exhibiting the reinterpretation of scaling information as contextual information, rather than indicating a change in the object. In each of these cases, infants are demonstrating that they can solve problems where a given pattern is scaled in a context-dependent manner, and that this variation provides the child with useful information about the perceptual event more generally. These findings suggest that the general cognitive processes required to maintain spectral size constancy (i.e. normalization) either may be innate or are learned early and easily, and could therefore substantially facilitate language acquisition.

5. Conclusion. Our findings show that perceived vowel quality can vary based on differences in the apparent size (and $\psi$) assumed for a speaker, and that acoustically different vowels can have the same vowel quality when listeners perceive offsetting size (and spectral scaling) differences for speakers. As a result, vowel normalization is broadly similar to size constancy in the visual domain, wherein the ‘shape’ of an object and the scaling applied to it are simultaneously considered in perception. Approaching vowel normalization as a mechanism of perceptual constancy has the potential to help us understand many seemingly disparate listener behaviors such as the use of non-acoustic information, and the role of speaker characteristics in the perception of vowel quality. Further, this proposal is ecologically grounded and fits within a large body of literature from several domains that may be informative to researchers. Here, only a general conceptual framework is presented, with no strong claims about the specific cognitive or neural implementations of the behaviors. Finally, it is important to note that the objects whose properties are being held constant are linguistic in nature and have no independent physical reality. As a result, despite the similarities to constancy in other domains, a full understanding of vowel normalization in perception will necessarily require a deeply ‘linguistic’ accounting of the phenomenon with the consideration of both social and structural aspects of language use.
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