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This discussion note compares several current linguistic theories: at the extreme ends of the current views are MINIMALIST theories, which restrict themselves to the binary branching operations Move and Merge, and SIMPLER SYNTAX, which assumes flat structures and a surface-oriented mapping between syntactic structures and grammatical functions.

I show that purely surface-oriented theories have problems in accounting for the relatedness of syntactic and morphological structures and for the iteration of valence-changing processes, and I argue for a lexical analysis, as can be found in current minimalist theories, HEAD-DRIVEN PHRASE STRUCTURE GRAMMAR (HPSG), and CATEGORIAL GRAMMAR. I furthermore show that the Chomskyan view on label computation is problematic for several reasons and should be given up in favor of explicit accounts like the one used in HPSG. I discuss problems for the analysis of complements and specifiers in minimalist theories with special focus on Stabler’s minimalist grammars. I argue that once all problems are fixed, the resulting combinatorial rules are rather similar to what HPSG does.

As various proponents of more surface-oriented theories like CONSTRUCTION GRAMMAR, SIMPLER SYNTAX, and HPSG have pointed out, two types of binary branching, headed rules are not sufficient to account for the entirety of language, which leads to the conclusion that both research directions are right to a certain extent: there is need for (constraint-based versions of) Move and Merge and there is need for special phrasal constructions.*
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In this discussion note I want to compare several current linguistic theories: at the extreme ends of the current views are MINIMALIST theories, which restrict themselves to the binary branching operations Move and Merge (Chomsky 2008, 2013), and SIMPLER SYNTAX (Culicover & Jackendoff 2005), which assumes flat structures and a surface-oriented mapping between syntactic structures and grammatical functions. Most current linguists also understand CONSTRUCTION GRAMMAR as a theory that combines phrase structure grammar patterns with a certain meaning. Analyses that are inspired by this view can be found in frameworks like LEXICAL-FUNCTIONAL GRAMMAR (LFG; Asudeh
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et al. 2008, 2013), HEAD-DRIVEN PHRASE STRUCTURE GRAMMAR (HPSG; Haugereid 2009), and TREE-ADJOINING GRAMMAR (TAG; Kallmeyer & Osswald 2012).

Jackendoff (2011) compares the view currently assumed in minimalist circles with the constraint-based view that underlies LFG, HPSG, and simpler syntax. He argues that unification or rather constraint satisfaction is better suited to describe our linguistic capabilities than a purely binary Merge operation that is used in derivations and applied in a bottom-up fashion. He tries to support his view with a number of examples, and I agree that most of his examples are convincing. However, I show that constructions that interact with valence-changing processes and derivational morphology should not be treated in the way that Jackendoff and other proponents of phrasal analyses suggest and hence cannot be seen as data that supports phrasal approaches. I suggest here a lexical proposal instead. As a background for the lexical proposal, I assume the framework of HPSG, but of course an HPSG analysis that assumes binary branching structures is very similar to a certain kind of minimalist approach. A large part of this discussion note is devoted to current proposals by Chomsky, and I point out various problems and discuss possible solutions. As I show below, there are solutions to these problems that are free of the conceptual difficulties that haunt minimalist alternatives. The discussion of minimalism consists of a section on Merge and labeling as it was defined in Chomsky 2008, 2013, in which I show that the labeling mechanism cannot account for free relative clauses, contrary to Chomsky’s claims. Furthermore, I discuss problems that result from assumptions about specifiers and complements in relation to Merge and conclude that a theory that fixes these problems is equivalent to a head-driven phrase structure grammar containing the HEAD-FILLER SCHEMA, the HEAD-SPECIFIER SCHEMA, and the HEAD-COMPLEMENT SCHEMA (only). Since the discussion of Jackendoff’s proposal suggests that some of his constructions should be treated lexically, this means that there has to be a component in grammar that combines lexical items: Move and Merge in minimalist theories and the respective HPSG schemata. Since Jackendoff and others have shown that we need phrasal constructions in other parts of the grammar, Move and Merge alone are not sufficient and, hence, minimalist theories have to be extended.

So, the conclusion is that both research directions are right to a certain extent: there is need for (constraint-based versions of) Move and Merge, and there is need for special phrasal constructions.

1. STORED PHRASAL CONSTRUCTIONS AND INTERACTION WITH MORPHOLOGY, VALENCE, AND COORDINATION. Jackendoff (2011:610) argues for a view of grammar that allows for complex linguistic objects to be stored in the lexicon. The background for this is that certain phrasal configurations are associated with a meaning that does not come from the individual parts, but is associated with the phrase as a whole (Goldberg 1995, 2006, Goldberg & Jackendoff 2004, Jackendoff 2008, Jacobs 2008). Among other examples, Jackendoff gives the two in 1.1

(1) a. The bus rumbled around the corner.
   [VP PP] = ‘go PP in such a way to make a V-ing sound’

b. student after student
   [NP/advP N-P-N]

Jackendoff (2008) argues, correctly in my opinion, that an analysis that treats examples like 1b as instances of headed structures has to make technical assumptions that are not motivated by the data. The analysis that was suggested by G. Müller (2011:§3.3) suffers

1 N-P-N constructions were first discussed by Williams (1994:18–20).
from the very shortcomings that were identified by Jackendoff. So, a phrasal construction is needed for 1b. But 1a is different. I think it can be shown that the basic analysis of all phenomena interacting with valence-alternation processes and/or derivational morphology should be lexical in nature, rather than connected to a phrasal skeleton. I made this point earlier in Müller 2006 with respect to resultative constructions (see also Jacobs 2009) and want to repeat the crucial points here: the important generalization about the *rumble* cases involves the dependency between a lexical head and a PP, not the VP configuration they appear in. To see this, consider the German analog to this construction: as the example in 2b shows, it is possible to have the verbal stem *quietsch*—‘squeak’ inside a combinatorial nominal derivation.

(2) a. dass die Straßenbahnen um die Ecke quietschen
that the trams around the corner squeak
‘that the trams squeak around the corner’

b. wegen des Um-die-Ecke-Gequietsches der Straßenbahnen
because.of the around-the-corner-squeaking GEN of.the trams
‘because of the (annoying) squeaking around the corner of the trams’

This *Ge-* -e-derivation is a standard derivation that is independent of the *rumble* construction. If the meaning of 2b is to be tied to a phrasal configuration, that structure would be 3.

(3) \[ [\text{PP} \ [\text{N} \ [\text{N-stem} \text{ge- V-stem} \text{-e}] \text{-s}]] \]
So, we have a deeply embedded verbal stem that undergoes *Ge-* -e-derivation to form a nominal stem. This stem has to be inflected to form a noun, and, in a further step, the combination of the noun with the PP takes place. The semantics of the whole construction is embedded under the semantics of the *Ge-* -e circumfix. *Ge-* -e comes with a connotation that the V-ing is habitual and unpleasant (Lüdeling 2001:§3.4.3). The scope relations are most straightforwardly captured in a lexical analysis: a lexical rule applies to a verb and licenses an item that selects for the PP and contributes the appropriate meaning. This lexical item can enter the *Ge-* -e-derivation, and the resulting nominal can be combined with a prenominal PP and the postnominal genitive. See Müller 2002:§6.2.5 and Müller 2003c for a fully worked-out analysis of derivational morphology along the lines suggested above.

The *Ge-* -e-derivation + prenominal constituent is not restricted to the *rumble* verb construction, but follows a normal pattern of German syntax/morphology. Further examples from the DECOW2012 corpus are shown in 4.
(4) a. an-den-Hals-Gewerfe
toward-the-neck-throwing
‘the repeated annoying throwing oneself around the neck of somebody else’
b. aus-dem-Bett-Gequälle
out-of-the-bed-forcing
‘the repeated unpleasant forcing oneself out of bed’
c. im-Kreis-Gelaufe
in.the-circle-running
‘the repeated annoying running in circles’
d. auf-dem-Tisch-Getrommle
on-the-table-drumming
‘the repeated annoying drumming on the table’

Because of the possibility of realizing these verb-PP combinations both in a VP configuration and in the Ge-derivation, phrasal approaches that refer to syntactic structure have to mention two unrelated structures, and it is unclear how the commonalities between the structures—that is, the dependency between the involved items—can be captured. GENERALIZED PHRASE STRUCTURE GRAMMAR-like metarules (GPSG; Gazdar et al. 1985) or transformations seem to be the only way out. Note, though, that GPSG metarules operate on phrase structure rules, that is, local trees. In contrast, 3 involves a rather complex structure.

I am fully aware of the fact that languages differ and that authors who do not believe in universal grammar (UG) are not necessarily concerned with capturing crosslinguistic commonalities. After all, children have to acquire their language from the input in their environment (Tomassello 2003, Freudenthal et al. 2006, 2007, Bod 2009), and the existence of English speakers on an island far away does not influence the acquisition of German. If we can choose between several theoretical approaches, however, we should take the one that can capture crosslinguistic generalizations. This is the case for the lexical approach. It captures the commonalities between German and English with respect to 1a and 2a without saying anything about the particular realization of the dependents.

Another problem of phrasal approaches was mentioned in Müller 2006:§5.2: if one assumes lexical integrity (Bresnan & Mchombo 1995), it cannot be explained why the formation of adjectival participles from monovalent verbs is possible when they are part of a resultative construction, while it is excluded without a result predicate. Examples 5 and 6 show the relevant examples: the examples in 5 show that the adjectival participle can be formed only if the verb is transitive. Verbs like tanzen ‘to dance’ that do not take an object do not form adjectival participles.4 As 6 shows, however, adjectival participles can appear in resultative constructions.

(5) a. Der Mann liebt die Frau.
the man loves the woman
b. die geliebte Frau
the beloved woman
‘the beloved woman’
c. *Der Mann tanzt die Schuhe.
the man dances the shoes

4 tanzen ‘to dance’ can take a cognate object like the waltz. I am talking about the monovalent version of tanzen here.
d. *die getanzten Schuhe
   the danced shoes

(6) a. Der Mann tanzt die Schuhe blutig / in Stücke.
   the man dances the shoes bloody into pieces
b. die blutig / in Stücke getanzten Schuhe
   the bloody into pieces danced shoes

This means that the morphology has to have access to the fact that there will be an accusative object, that is, that *tanz- is used in a resultative construction. As a consequence of this, the accusative object cannot be licensed by a phrasal construction into which a fully inflected item enters, but it has to be represented at the lexical level. This is a variant of a very old argument for the lexical treatment of passive by Dowty (1978:412) and Bresnan (1982:21). If the resultative construction is treated lexically, a special lexical item exists that selects for a subject, accusative object, and result predicate. This lexical item can undergo passive participle inflection, adjective derivation, and adjective inflection and can be used in 6b, or it can be inflected and used in 6a.

Before we turn to active/passive alternations, I want to discuss another major problem for accounts that assume that argument structure can be extended by inserting heads into a phrasal configuration: it has gone unnoticed until now that such proposals have difficulties with symmetric coordination. A generalization about coordination is that two constituents that have compatible syntactic properties can be coordinated and that the result of the coordination is an object that has the syntactic properties of the linguistic objects that are coordinated. Some examples are shown in 7: in 7a we have a case of the coordination of two lexical verbs. The coordination *know and like behaves like the coordinated simplex verbs: it takes a subject and an object. Similarly, two sentences with a missing object are coordinated in 7b, and the result is a sentence with a missing object.

(7) a. I know and like this record.

The German examples in 8 show that the case requirements of the involved verbs must be observed. In 8b,c the coordinated verbs require accusative and dative, respectively, and since the case requirements are incompatible with unambiguously case-marked nouns, both of these examples are out.

(8) a. *Ich kenne und unterstütze diesen Mann.
   I know and support this man.ACC
b. *Ich kenne und helfe diesen Mann.
   I know and help this man.ACC
c. *Ich kenne und helfe diesem Mann.
   I know and help this man.DAT

It is interesting to see that the coordination of simplex ditransitive verbs with verbs that have additional arguments that are licensed by an argument structure construction is possible. As an example, let us have a look at the verb bake. The verb bake is usually a strictly transitive verb, but a benefactive argument can be realized as in 9.

(9) Sally baked her sister a cake.

Goldberg (1995:§6.2) argues that the benefactive argument in 9 is provided by a phrasal construction rather than lexically licensed.

Some examples for the coordination of bake taking a benefactive argument and the simplex ditransitive verb give are provided in 10.
These sentences could be instances of right node raising (Bresnan 1974, Abbott 1976). In such a situation *bake* would have been used without a benefactive object, as in 11.

(11) baked a cake and gave me a cake

Furthermore, as Mary Dalrymple pointed out to me, the examples in 10 could have a structure with an intransitive *bake*. However, such readings are not available for the German counterpart in 12.

(12) ich hab ihr jetzt diese Ladung Muffins mit den Herzchen drauf gebacken und gegeben.7

‘I now baked and gave her this load of muffins with the little heart on top.’

The problem with such sentences now is the following: if it is the verbs that are coordinated and if the coordinated items have to have compatible syntactic properties like valence, this means that *gebacken* and *gegeben* have to have the same valence properties. This is accounted for in a lexical approach since in the lexical approach the transitive version of the creation verb *bake* licenses a ditransitive verb that can be coordinated with *give*. In the phrasal approach, however, the verb *bake* has two argument roles and is not compatible with the verb *give*, which has three argument roles. In the phrasal model, *bake* can only realize three arguments when it enters the respective argument structure construction, but in sentences like 12 it is not *bake* alone that enters the phrasal syntax, but rather the combination of *baked* and *given*.8 But the verbs are incompatible as far as the semantic roles are concerned. To fix this, one would have to assume that the semantic roles that are required from the phrase *baked and given* percolate down to the verbs and that they are therefore compatible. But this would amount to saying that there are several verb senses for *baked*, something that proponents of phrasal analyses try to avoid (Goldberg 1995:§1.4.1, 2013:§3.1.1). Before turning to minimalist theories I want to look at another group of phenomena that should not be treated on the phrasal level: valence-changing processes. Culicover and Jackendoff (2005:Ch. 6.3) suggest that passive is an alternative mapping of grammatical functions onto a phrase structure configuration. Their proposal is just an instance of a set of proposals that assume that there is a certain core representation of verbs and that this core representation can be unified with either a passive or an active description (see for instance Candito 1996, Kay & Fillmore 1999:12, Koenig 1999:Ch. 3, Davis & Koenig 2000, Kordoni 2001, Michaelis & Ruppenhofer 2001:Ch. 4, Clément & Kinyon 2003:188 for proposals in construction grammar, HPSG, and TAG). Culicover and Jackendoff discuss the example in Figure 1.

[8] See also Wechsler 2008:505 for a similar coordination argument regarding accounts like the one by Marantz (1997) that assume decomposition in syntax.
The mapping in the upper part of the figure comes about by unification with the constraints on active sentences, and the mapping in the lower part of the structure is the result of unifying in the constraints for passive sentences. As was pointed out in Müller 2006:§4, 2007a:§5, languages that allow multiple application of valence-changing processes pose a problem for such approaches. Take for instance passive languages like Lithuanian (Timberlake 1982:§5), Irish (Noonan 1994), and Turkish (Özkaragöz 1986) allow for impersonalizations of personal passives. The cited authors discussed their data as instances of double passivization, but it was argued by Blevins (2003) that these and similar examples from other languages are impersonal constructions that can be combined with personal passives. Özkaragöz’s Turkish examples are used in 13 for illustration (1986:77).

    this chateau-LOC strangle-PASS-PASS-AOR  
    ‘One is strangled (by one) in this chateau.’

   this room-LOC hit-PASS-PASS-AOR  
   ‘One is beaten (by one) in this room.’

   war-LOC shoot-PASS-PASS-AOR  
   ‘One is shot (by one) in war.’

-In, -n, and -Il are allomorphs of the passive morpheme. According to Özkaragöz, the data is best captured by an analysis that assumes that the passive applies to a passivized transitive verb and hence results in an impersonal passive. The examples in 13 use his glossing. If Blevins’s analysis is correct, the last morpheme glossed as passive in 13 has to be glossed as impersonal. Approaches that assume that the personal passive is the unification of some general structure with some passive-specific structure will not be able to capture double passivization or passivization + impersonalization, since they
committed to a certain structure too early. The problem for nontransformational approaches that state syntactic structure for the passive is that such a structure, once stated, cannot be modified. That is, we said that the underlying object is the subject in the passive sentence. But in order to get the double passivization/passivization + impersonalization, we have to suppress this argument as well. What is needed is some sort of process (or description) that takes a representation and relates it to another representation with a suppressed subject. This representation is related to a third representation that again suppresses the subject, resulting in an impersonal sentence. In order to do this, one needs different strata as in relational grammar (Timberlake 1982, Özkaraköz 1986), metarules (Gazdar et al. 1985), lexical rules (Dowty 1978:412, 2003:§3.4, Bresnan 1982, Pollard & Sag 1987, Blevins 2003, Müller 2003b), transformations (Chomsky 1981), or just a morpheme-based morphological analysis that results in items with different valence properties when the passivization morpheme is combined with a head. For constructional approaches, which exclude transformations of complex tree objects, the lexical treatment seems to be the only option.

This section suggested an analysis that relies on a rich lexicon and uses syntactic schemata to combine lexical items with their dependents. In Müller 2013a,e, I suggest using binary branching rules for head-argument and head-filler combinations. The following section discusses Move and Merge, the analogs in recent minimalist work.

2. Binary merge in a constraint-based setting: merge and HPSG. As was mentioned in the introduction, Jackendoff (2011) argued for constraint-based theories and against minimalist approaches that use a purely binary Merge operation in derivations in a bottom-up fashion. See also Labelle 2007 on bottom-up computational systems and Sag & Wasow 2011 on requirements for performance-compatible competence grammars. Jackendoff (2011:600) mentions that Merge can be recast in a constraint-based format. In the following I want to show that there are problems with Chomsky’s definition of Merge and labeling. If these problems are fixed, I argue, one arrives at a version of HPSG with binary branching structures. Since HPSG is a theory with model-theoretic foundations (King 1999, Pollard 1999, Richter 2007), and hence a constraint-based theory, the respective HPSG schemata can perform the role of Merge in minimalism and simultaneously meet Jackendoff’s desiderata.

2.1. Labeling. Chomsky (2008) distinguishes two basic operations Move and Merge, also called internal Merge and external Merge. Internal and external Merge combine two syntactic objects $\alpha$ and $\beta$ into a bigger syntactic object that is represented as a set $\{\alpha, \beta\}$. $\alpha$ and $\beta$ can be either lexical items or internally complex syntactic objects. Internal Merge moves a part of an object to its periphery. The result of internally merging an element is a set $\{\alpha, \beta\}$, where $\alpha$ was a part of $\beta$. External Merge also produces a set with two elements. However, two independent objects are merged. The objects that are created by Merge have a certain category (a set of features). For instance, if we combine the elements $\alpha$ and $\beta$, we get $\{l, \{\alpha, \beta\}\}$, where $l$ is the category of the resulting object. This category is also called a ‘label’. Since it is assumed that all constituents are headed, the category that is assigned to $\{\alpha, \beta\}$ has to be either the category of $\alpha$ or the category of $\beta$. Chomsky (2008:145) discusses the two rules in 14 for the determination of the label of a set.

---

9 See also Gunji 1986 for binary branching in an HPSG fragment of Japanese, Kiss 1995, and Müller 1996a on binary branching for HPSG fragments of German, and Bender et al. 2002 for binary branching in another crosslinguistic HPSG grammar project.
(14) a. In \{H, α\}, H an LI, H is the label.
   b. If α is internally merged to β forming \{α, β\}, then the label of β is the
      label of \{α, β\}.

As Chomsky notes, these rules are not unproblematic since the label is not uniquely
determined in all cases. An example is the combination of two lexical elements. If both
H and α in 14a are lexical items (LI), then both H and α can be the label of the resulting
structure. Chomsky notices that this could result in deviant structures, but claims that this
concern is unproblematic and ignores it. Chomsky delivered a treatment of the combina-
tion of two lexical items in 2013. The solution to the problem is to assume that all com-
binations of lexical elements consist of a functional element and a root (Marantz 1997,
Borer 2005). Per definition, roots are not considered as labels, and hence the category
of the functional element determines the category of the combination (2013:47). Such an
analysis can only be rejected: the goal of the minimalist program (MP) is to simplify the
theoretical proposals to such an extent that the models of language acquisition and lan-
guage evolution become plausible, but in order to simplify basic concepts it is stipulated
that a noun cannot simply be a noun but needs a functional element to tell the noun what
category it has. Given that the whole point of Chomsky’s bare phrase structure was
the elimination of the unary branching structures in X’ theory, it is unclear why they are
reintroduced now through the back door, only more complex with an additional empty
element. Theories like categorial grammar (CG) and HPSG can combine lexical
items directly without assuming any auxiliary projections or empty elements. See also
Rauh 2013 for a comparison of the treatment of syntactic categories in earlier versions of
transformational grammar, HPSG, construction grammar, role and reference grammar,
and root-based neo-constructivist proposals like the one assumed by Chomsky (2013).
Rauh concludes that the direct connection of syntactic and semantic information is
needed and that the neo-constructivism of Marantz and Borer has to be rejected. For fur-
ther criticism of neo-constructivist approaches see Wechsler 2008 and Müller & Wechs-
l. 2014:§7. The combination of a pronoun with a verbal projection poses a problem that is
related to what has been said above. In the analysis of He left, the pronoun he is a lex-
ical element and hence would be responsible for the label of He left, since left is an
internally complex verbal projection in minimalist theories. The result would be a nominal
label rather than a verbal one. To circumvent this problem, Chomsky (2013:46) assumes
that he has a complex internal structure: ‘perhaps D-pro’, that is, he is (perhaps) com-
paced out of an invisible determiner and a pronoun.

The case in which two non-LIs are externally merged (for instance, a nominal and a
verbal phrase) is not discussed in Chomsky 2008. Chomsky (2013:43–44) suggests that
a phrase XP is irrelevant for the labeling of \{XP, YP\} if XP is moved (or rather, copied,
in the copy theory of movement) in a further step. Chomsky assumes that one of two
phrases in a \{XP, YP\} combination has to move, since otherwise labeling would be im-
possible (2013:45). The following coordination example illustrates this: Chomsky as-

 Another category that is excluded as label per definition is Conj, which stands for conjunction (Chomsky 2013:45–46). This is a stipulation that is needed to get coordination to work. See below.

 The old X’ rule in (ia) corresponds to the binary combination in (ib).

(i) a. N′ → N
   b. N → N-func root

In (ia) a lexical noun is projected to an N′, and in (ib) a root is combined with a functional nominal head into

 Another category that is excluded as label per definition is Conj, which stands for conjunction (Chomsky 2013:45–46). This is a stipulation that is needed to get coordination to work. See below.

The old X’ rule in (ia) corresponds to the binary combination in (ib).

(i) a. N’ → N
   b. N → N-func root

In (ia) a lexical noun is projected to an N’, and in (ib) a root is combined with a functional nominal head into

 His explanation is contradictory: on p. 11 Chomsky assumes that a label of a combination of two entities with the same category is this category. But in his treatment of coordination, he assumes that one of the con-

juncts has to be raised, since otherwise the complete structure could not be labeled.
sumes that the expression \( Z \) and \( W \) is analyzed as follows. First, \( Z \) and \( W \) are merged. This expression is combined with \( \text{Conj}(15a) \), and in the next step \( Z \) is raised (15b).

\[
\begin{align*}
15 \quad & (a) \quad [\alpha \text{Conj} [\beta Z W]] \\
& (b) \quad [\gamma Z [\alpha \text{Conj} [\beta Z W]]]
\end{align*}
\]

Since \( Z \) in \( \beta \) is only a copy, it does not count for labeling and \( \beta \) can get the label of \( W \). It is stipulated for the combination of \( Z \) and \( \alpha \) that \( \text{Conj} \) cannot be the label, and hence the label of the complete structure is \( Z \).\(^{13}\)

A special case that is discussed by Chomsky is the internal Merge of an LI \( \alpha \) with a non-LI \( \beta \). According to rule 14a, the label would be \( \alpha \). According to 14b, the label would be \( \beta \) (see also Donati 2006). Chomsky discusses the combination of the pronoun \( \text{what you wrote} \) as an example.

\[
\begin{align*}
16 \quad & \text{what [C [you wrote t]]}
\end{align*}
\]

When the label is determined according to 14b, one gets a syntactic object that would be called a CP in the government and binding (GB) framework; since this CP is, moreover, interrogative, it can function as the complement of \( \text{wonder} \), as in 17a. When the label is determined according to 14a, one gets an object that can function as the accusative object of \( \text{read} \) in 17b—that is, something that corresponds to a DP in GB terminology.

\[
\begin{align*}
17 \quad & \text{(a) I wonder what you wrote.} \\
& \text{(b) I read what you wrote.}
\end{align*}
\]

Chomsky’s approach to free relative clauses is interesting but is unable to describe the phenomenon in full breadth. The problem is that the phrase that contains the relative pronoun may be complex (contrary to Donati’s claims; see also Citko 2008:930–32).\(^{14}\)

An English example from Bresnan & Grimshaw 1978:333 is provided in 18, and German examples from Bausewein 1990:155 and Müller 1999b:78 are given in 19.

\[
\begin{align*}
18 \quad & \text{I'll read [whichever book] you give me.}
\end{align*}
\]

\[
\begin{align*}
19 \quad & \text{(a) Ihr könnt beginnen, [mit \text{wem}] ihr wollt.} \\
& \text{‘You can start with whom you want.’} \\
& \text{(Bausewein 1990:155)} \\
& \text{(b) [\text{Wessen Birne}] noch halbewegs in der Fassung steckt, pflegt solcherlei} \\
& \text{‘Those who still have their wits half way about them tend to avoid such} \\
& \text{Erloschen zu meiden;} \\
& \text{extinct to avoid} \\
& \text{Erloschen zu meiden;} \\
& \text{extinct to avoid}
\end{align*}
\]

\[
\begin{align*}
17 \quad & \text{(a) I wonder what you wrote.} \\
& \text{(b) I read what you wrote.}
\end{align*}
\]

\[
\begin{align*}
18 \quad & \text{I’ll read [whichever book] you give me.}
\end{align*}
\]

\[
\begin{align*}
19 \quad & \text{(a) Ihr könnt beginnen, [mit \text{wem}] ihr wollt.} \\
& \text{‘You can start with whom you want.’} \\
& \text{(Bausewein 1990:155)} \\
& \text{(b) [\text{Wessen Birne}] noch halbewegs in der Fassung steckt, pflegt solcherlei} \\
& \text{‘Those who still have their wits half way about them tend to avoid such} \\
& \text{Erloschen zu meiden;} \\
& \text{extinct to avoid}
\end{align*}
\]

\[
\begin{align*}
13 \quad & \text{As Bob Borsley (p.c. 2013) pointed out to me, this makes wrong predictions for coordinations of two singular noun phrases with \text{and}, since the result of the coordination is a plural NP and not a singular one like the first conjunct. Theories like HPSG can capture this by grouping features in bundles that can be shared in coordinated structures (syntactic features and nonlocal features; see Pollard & Sag 1994:202). Furthermore, the whole account cannot explain why (ib) is ruled out.}
\end{align*}
\]

\[
\begin{align*}
14 \quad & \text{Chomsky (2013:47) admits that there are many open questions as far as the labeling in free relative clauses is concerned and hence admits that there remain many open questions with labeling as such.}
\end{align*}
\]
Since *wessen Schuhe* ‘whose shoes’ is not a lexical item, rule 14b has to be applied, provided no additional rules are assumed to deal with such cases. This means that the whole free relative clause *wessen Schuhe danach besprenkelt sind* is labeled as CP. For the free relatives in 18 and 19 the labeling as a CP is an unwanted result, since they function as subjects or objects of the matrix predicates and hence should be labeled DP. Since *wessen Schuhe* is a complex phrase and not a lexical item, however, 14a does not apply and hence there is no analysis of the free relative clause as a DP. Therefore, it seems one must return to something like the GB analysis proposed by Gross and van Riemsdijk (1981), at least for the German examples. Gross and van Riemsdijk assume that free relatives consist of an empty noun that is modified by the relative clause like a normal noun. With such an approach the complexity of the relative phrase is irrelevant. Only the empty head is relevant for labeling the whole phrase.\(^\text{15}\) But once empty heads are countenanced in the analysis, the application of 14a to 16 is undesirable since the application would result in two analyses for 17b: one with the empty nominal head and one in which 16 is labeled as NP directly. One might argue that in the case of several possible derivations, the most economical one wins, but the assumption of transderivational constraints leads to undesired consequences (Pullum 2013:§5).

---

\(^\text{15}\) Assuming an empty head is problematic since it may be used as an argument only in those cases in which an adjunct (the relative clause) is present (Müller 1999b:97). See also Ott 2011:187 for a later rediscovery of this problem. It can be solved in HPSG by assuming a unary projection that projects the appropriate category from a relative clause. I also use the unary projection to analyze so-called nonmatching free relative clauses. In constructions without nonmatching free relative clauses, the relative clause fills an argument slot that does not correspond to the properties of the relative phrase (Bausewein 1990). Bausewein discusses the following example, in which the relative phrase is a PP but the free relative fills the accusative slot of *kocht* ‘cooks’.

(i) Sie kocht, worauf sie Appetit hat.

*She cooks what she feels like eating.*

See Müller 1999b:60–62 for corpus examples. Minimalist theories do not employ unary projections. Ott (2011) develops an analysis in which the category of the relative phrase is projected, but he does not have a solution for nonmatching free relative clauses (p. 187). The same is true for Citko’s analysis, in which an internally merged XP can provide the label.

Many other proposals for labeling, or rather nonlabeling, exist. For instance, some minimalists want to eliminate labeling altogether and argue for a label-free syntax. As was pointed out by Osborne, Putnam, and Groß (2011), such analyses bring minimalism closer to *dependency grammar*. It is unclear how any of these models could deal with nonmatching free relative clauses. Groß and Osborne (2009:§5.3.3) provide an analysis of free relatives in their version of dependency grammar, but deny the existence of nonmatching ones (p. 78). They suggest an analysis in which the relative phrase is the root/label of the free relative clause, and hence they have the same problem as minimalist proposals have with nonmatching free relative clauses. As Groß and Osborne (2009:73) and Osborne and colleagues (2011:327) state: empty heads are usually not assumed in (their version of) dependency grammar. Neither are unary branching projections. This seems to make it impossible to state that free relative clauses with a relative phrase YP can function as XP provided XP is a category that is higher in the obliqueness hierarchy of Keenan and Comrie (1977), a generalization that was discovered by Bausewein (1990) (see also Müller 1999b:60–62 and Vogel 2001). In order to be able to express the relevant facts, an element or a label has to exist that is different from the label of *worauf* in (i).
Chomsky (2013) abandons the labeling condition in 14b and replaces it with general labeling rules that hold for both internal and external Merge of two phrases. He distinguishes two cases. In the first case, labeling becomes possible since one of the two phrases from the set \{XP, YP\} is moved away. We have already discussed this case. Chomsky writes about the other case: ‘X and Y are identical in a relevant respect, providing the same label, which can be taken as the label of the SO’ (2013:43). He sketches an analysis of interrogative clauses on p. 45, in which the interrogative phrase has a Q feature and the remaining sentence from which the Q phrase was extracted has a Q feature as well. Since the two constituents share this property, the label of the complete clause will be Q. This kind of labeling will ‘perhaps’ also be used for labeling normal sentences consisting of a subject and a verb phrase agreeing in person and number. These features would be responsible for the label of the sentence. The exact details are not worked out but almost certainly will be more complex than 14b.

A property that is inherent in both Chomsky 2005 and Chomsky 2013 is that the label is exclusively determined from one of the merged objects. As Bob Borsley pointed out to me, this is problematic for interrogative/relative phrases like 20.

(20) with whom

The phrase in 20 is both a prepositional phrase (because the first word is a preposition) and an interrogative/relative phrase (because the second word is an interrogative/relative word. So, what is needed for the correct labeling of PPs like the one in 20 is a well-defined way of percolating different properties from daughters to the mother node. 16

Summarizing, we can say that the labeling that was introduced to simplify the theory and reduce the amount of innate, language-specific knowledge that has to be assumed can only be made to work with a considerable number of stipulations. For instance, the combination of lexical elements requires the assumption of empty functional heads, whose only purpose is the determination of the syntactic category of a certain lexical element. If this corresponded to linguistic reality, knowledge about labeling, the respective functional categories, and information about those categories that have to be ignored for the labeling would have to be part of innate, language-specific knowledge, and nothing would be gained. We would be left with bizarre analyses with an enormous degree of complexity without having made progress in the minimalist direction. Furthermore, we have empirical problems and a large number of unsolved cases. The conclusion is that the label of a binary combination should not be determined in the ways suggested by Chomsky (2008, 2013). An alternative way to compute the label is to use the functor of a functor argument structure as the label (Berwick & Epstein 1995:145).

16 HPSG solves this problem by distinguishing head features including part-of-speech information and nonlocal features containing information about extraction and interrogative/relative elements. Head features are projected from the head, and the nonlocal features of a mother node are the union of the nonlocal features of the daughters minus those that are bound off by certain heads or in certain configurations.

Citko (2008:926) suggests an analysis in which both daughters can contribute to the mother node. The result is a complex label like \{P, \{D, N\}\}. This is a highly complex data structure, and Citko does not provide any information on how the relevant information that it contains is accessed. Is an object with the label \{P, \{D, N\}\} a P, a D, or an N? One could say that P has priority since it is in the least embedded set, but D and N are in one set. What about conflicting features? How does a preposition that selects for a DP decide whether \{D, N\} is a D or an N? In any case, it is clear that a formalization will involve recursive relations that dig out elements of subsets in order to access their features. This adds to the overall complexity of the proposal and is clearly dispreferred over the HPSG solution, which provides one feature structure per linguistic object.
This is the approach taken by CG (Ajdukiewicz 1935, Steedman 2000) and in Stabler’s minimalist grammars (2011).\textsuperscript{17} Stabler’s formalization of Merge is discussed in §2.3.

2.2. Specifiers, complements, and the remains of x’ theory. Chomsky (2008: 146) assumes that every head has exactly one complement but an arbitrary number of specifiers. In standard X’ theory, the restriction that there can be at most one complement followed from the general X’ schema and the assumption that structures are at most binary branching: in standard X’ theory, a lexical head was combined with all of its complements to form an X’. If there are at most two daughters in a phrase, it follows that there can be only one complement (sentences with ditransitive verbs have been analyzed with an empty head licensing an additional argument; see Larson 1988, and Müller & Wechsler 2014:§7 for a critical assessment of approaches involving little v). In standard X’ theory there was just one specifier. This restriction is now abandoned. Chomsky writes that the distinction between specifier and complement can now be derived from the order in which elements are merged with their head: elements that are first-merged are complements, and all others—those that are later-merged—are specifiers.

Such an approach is problematic for sentences with monovalent verbs: according to Chomsky’s proposal, subjects of monovalent verbs would not be specifiers but complements.\textsuperscript{18} This problem is discussed in more detail in §2.3.

Apart from this, theories assuming that syntactic objects merged with word groups are specifiers do not allow for analyses in which two lexical verbs are directly coordinated, as in 21.\textsuperscript{19}

(21) He [knows and loves] this record.

For example, in an analysis suggested by Steedman (1991:264), and (being the head) is first merged with loves and then knows. The result of this combination is a complex ob-

\textsuperscript{17} For the CG approach to work, it is necessary to assign the category x/x to an adjunct, where x stands for the category of the head to which the adjunct attaches. For instance, an adjective combines with a nominal object to form a nominal object. Therefore its category is n/n rather than adj. Similarly, Stabler’s approach does not extend to adjuncts unless he is willing to assign the category noun to attributive adjectives. One way out of this problem is to assume a special combination operation for adjuncts and their heads (see Frey & Gärtner 2002:§3.2). Such a combination operation is equivalent to the head-adjunct schema of HPSG.

\textsuperscript{18} Pauline Jacobson (p.c. 2013) pointed out that the problem with intransitive verbs could be solved by assuming that the last-merged element is the specifier and all non-last-merged elements are complements. This would solve the problems with intransitive verbs and with the coordination of verbs in 21, but it would not solve the problem of coordination in head-final languages as in 24. Furthermore, current minimalist approaches make use of multiple specifiers, and this would be incompatible with the Jacobsonian proposal unless one would be willing to state more complicated restrictions on the status of non-first-merged elements.

\textsuperscript{19} Chomsky (2013:46) suggests the coordination analysis in 15: according to this analysis, the verbs would be merged directly, and one of the verbs would be moved around the conjunction in a later step of the derivation. As was mentioned in the previous section, such analyses do not contribute to the goal of making minimal assumptions about innate, language-specific knowledge since it is absolutely unclear how such an analysis of coordination would be acquired by language learners. Hence, I do not consider this coordination analysis here.

Another innovation of Chomsky’s 2013 paper is that he eliminates the concept of specifier. He writes in footnote 27 on page 43: ‘There is a large and instructive literature on problems with Specifiers, but if the reasoning here is correct, they do not exist and the problems are unformulable’. This is correct, but this also means that everything that has been explained with reference to the notion of specifier in the minimalist framework until now does not have an explanation any longer. If one follows Chomsky’s suggestion, a large part of the linguistic research of the past years becomes worthless and has to be redone. Chomsky did not commit himself to a particular view on linearization in his earlier work, but somehow one has to ensure that the entities that were called specifier are realized in a position in which constituents are realized that used to be called specifier. This means that the following remarks are relevant even under current Chomskyan assumptions.
ject that has the same syntactic properties as the combined parts: the result is a complex verb that needs a subject and an object. After the combination of the conjunction with the two verbs, the result has to be combined with this record and he. This record behaves in all relevant respects like a complement. Following Chomsky’s definition, however, it should be a specifier, since it is combined with the third application of Merge. The consequences are unclear. Chomsky assumes that Merge does not specify constituent order. According to him the linearization happens at the level of phonological form (PF). The restrictions that hold there are not described in his recent papers. However, if the categorization as complement or specifier plays a role for linearization as in Kayne’s work (2011:2, 12) and in Stabler’s proposal (see §2.3), this record would have to be serialized before knows and loves, contrary to the facts. This means that a CG-like analysis of coordination is not viable, and the only remaining option would seem to be assuming that knows is combined with an object and that two VPs are then coordinated. Kayne (1994:61, 67) follows Wexler and Culicover (1980:303) in suggesting such an analysis and assumes that the object in the first VP is deleted. Borsley (2005:471), however, showed that such an analysis makes wrong predictions, since 22a would be derived from 22b, although these sentences differ in meaning.20

(22) a. Hobs whistled and hummed the same tune.
   b. Hobs whistled the same tune and hummed the same tune.

Since semantic interpretation cannot see processes like deletion that happen on the level of phonological form (Chomsky 1995:Ch. 3), the meaning differences cannot be explained by an analysis that deletes material.

In a further variant of the VP coordination analysis, we have a trace that is related to this record. This would be a right-node-raising analysis. Borsley (2005) showed that such analyses are problematic. Among the problematic examples that he discusses is the following pair (see also Bresnan 1974:615).

(23) a. He tried to persuade and convince him.
   b. *He tried to persuade, but couldn’t convince, him.

The second example is ungrammatical if him is not stressed. In contrast, 23a is well formed even with unstressed him. So, if 23a were an instance of right node raising, the contrast would be unexpected. Borsley therefore excludes a right-node-raising analysis.

The third possibility to analyze sentences like 21 assumes discontinuous constituents and uses material twice: the two VPs knows this record and loves this record are coordinated, with the first VP being discontinuous. (See Crysmann 2001, Beavers & Sag 2004 for such proposals in the framework of HPSG.) However, discontinuous constituents are not usually assumed in the minimalist framework (see for instance Kayne 1994:67). Furthermore, Abeillé (2006) showed that there is evidence for structures in which lexical elements are coordinated directly. This means that one needs analyses like the CG analysis discussed above, which would result in the problems with the specifier/complement status just discussed.

Furthermore, Abeillé pointed out that NP coordinations in head-final languages like Korean and Japanese present difficulties for Merge-based analyses. A Japanese example is given in 24.

(24) Robin-to Kim
Robin-and Kim
‘Kim and Robin’

In the first step Robin is merged with to. In a second step Kim is merged. Since Kim is a specifier, one would expect that Kim is serialized before the head as is the case for other specifiers in head-final languages.

Chomsky tries to get rid of the unary branching structures of standard X’ theory, which were needed to project lexical items like pronouns and determiners into full phrases, referring to work by Muysken (1982). Muysken used the binary features min and max to classify syntactic objects as minimal (words or word-like complex objects) or maximal (syntactic objects that stand for complete phrases). Such a feature system can be used to describe pronouns and determiners as [+min, +max]. Verbs like give, however, are classified as [+min, −max]. They have to project in order to reach the [+max] level. If specifiers and complements are required to be [+max], then determiners and pronouns fulfill this requirement without having to project from X⁰ via X’ to the XP level.

In Chomsky’s system, the min/max distinction is captured with respect to the completeness of heads (complete = phrase) and to the property of being a lexical item. However, there is a small but important difference between Muysken’s and Chomsky’s proposals: the predictions with regard to the coordination data that was discussed above. Within the category system of X’ theory, it is possible to combine two X⁰’s to get a new, complex X⁰. This new object has basically the same syntactic properties that the simple X⁰’s have (see Jackendoff 1977:51 and Gazdar et al. 1985). In Muysken’s system, the coordination rule (or the lexical item for the conjunction) can be formulated such that the coordination of two +min items is a +min item. In Chomsky’s system, an analogous rule cannot be defined, since the coordination of two lexical items is not a lexical item any longer.

Like Chomsky in his recent minimalist work, CG (Ajdukiewicz 1935) and HPSG (Pollard & Sag 1987, 1994:39–40) do not (strictly) adhere to X’ theory. Both theories assign the symbol NP to pronouns (for CG, see Steedman & Baldridge 2006:615; see Steedman 2000:§4.4 for the incorporation of lexical type raising in order to accommodate quantification). The phrase likes Mary and the word sleeps have the same category in CG (s np). In both theories it is not necessary to project a noun like tree from N⁰ to N in order to be able to combine it with a determiner or an adjunct.

Determiners and monovalent verbs in controlled infinitives are not projected from an X⁰ level to the XP level in many HPSG analyses, since the valence properties of the respective linguistic objects (an empty SUBCAT or COMPS list) are sufficient to determine their combinatoric potential and hence their distribution (Müller 1996b, 1999a). If the property of being minimal is needed for the description of a phenomenon, the binary feature lex is used in HPSG (Pollard & Sag 1987:172, 1994:22). This feature is not needed, however, for the distinction between specifiers and complements. The distinction is governed by principles that map elements of an argument structure list (ARG-ST) onto valence lists that are the value of the SPECIFIER and the COMPLEMENTS feature (abbreviated as SPR and COMPS, respectively).

Roughly speaking, the specifier in a verbal projection is the least oblique argument of the verb for configurational languages like English. Since the argument structure list is

21 Some authors assume a three-way distinction between subjects, specifiers, and complements.
ordered according to the obliqueness hierarchy of Keenan & Comrie 1977, the first element of this list is the least oblique argument of a verb, and this argument is mapped to the spr list. The element in the spr list is realized to the left of the verb in SVO languages like English. The elements in the comps list are realized to the right of their head. Approaches like the one by Ginzburg and Sag (2000:34, 364) that assume that head-complement phrases combine a word with its arguments have the same problem with coordinations like 21, since the head of the VP is not a word. However, this restriction for the head can be replaced by one that refers to the lex feature rather than to the property of being a word or lexical item.

Pollard and Sag and Ginzburg and Sag assume flat structures for English. Since one of the daughters is marked as lexical, it follows that the rule does not combine a head with a subset of its complements and then apply a second time to combine the result with further complements. Therefore a structure like 25a is excluded, since gave John is not a word and hence cannot be used as the head daughter in the rule.

25.

(a) [[gave John] a book]

(b) [gave John a book]

Instead of 25a, only analyses like 25b are admitted; that is, the head is combined with all of its arguments all in one go. The alternative is to assume binary branching structures (Müller 2013e, Müller & Ørsnes 2013b:§1.2.2). In such an approach, the head-complement schema does not restrict the word/phrase status of the head daughter. The binary branching structures in HPSG correspond to external Merge in the MP.

In the previous two sections we saw certain shortcomings of Chomsky’s labeling definition and problems with the coordination of lexical items. In the following section I discuss Stabler’s definition of Merge in minimalist grammar, which is explicit about labeling and in one version does not have the problems discussed above. I show that his formalization corresponds rather directly to HPSG representations.

2.3. Minimalism, categorial grammar, and hpsg. In §2.1 we saw that Chomsky’s papers leave many crucial details about labeling unspecified. Stabler’s work is relatively close to recent minimalist approaches, but is worked out with considerable precision (see also Stabler 2010:397, 399, 400 on formalization of post-GB approaches). Stabler (2001) shows how Kayne’s theory of remnant movement can be formalized and implemented. Stabler refers to his particular way of formalizing minimalist theories as MINIMALIST GRAMMARS (MG). Although his work can be regarded as a formalization of Chomsky’s minimalist ideas, Stabler’s approach differs from Chomsky’s in certain matters of detail. Stabler assumes that the results of the two Merge operations are not sets but pairs. The head in a pair is marked by a pointer (‘<’ or ‘>’). Bracketed expressions like \{a, \{a, b\}\} (discussed in §2.1) are replaced by trees like the one in 26.

\[
\begin{array}{c}
\text{3} \\
\text{<} \\
\text{1} \\
\text{2}
\end{array}
\]

As mentioned above, a multidomination approach with discontinuous constituents is a possible solution for the analysis of 21 (see crysmann 2001, Beavers & Sag 2004). But the coordination of lexical items has to be possible in principle, as Abeillé (2006) has argued. Note also that the HPSG approach to coordination cannot be taken over to the MP. The reason is that the HPSG proposals involve special grammar rules for coordination, and MP comes with the claim that there is only Merge. Hence the additional introduction of combinatorial rules is not an option within the MP.
1 is the head in 26, 2 is the complement, and 3 the specifier. The pointer points to the part of the structure that contains the head. The daughters in a tree are ordered; that is, 3 is serialized before 1 and 1 before 2.

Stabler (2010:402) defines external Merge as follows in 27.

\[
\text{em}(t_1[=f], t_2[\overline{f}]) = \begin{cases} 
  t_1 \quad \text{if } t_1 \text{ has exactly 1 node} \\
  t_2 \quad \text{if } t_1 \text{ has exactly 1 node} \\
  t_1 \quad \text{otherwise}
\end{cases}
\]

=\overline{f} is a selection feature and f the corresponding category. When \( t_1[=f] \) and \( t_2[\overline{f}] \) are combined, the result is a tree in which the selection feature of \( t_1 \) and the respective category feature of \( t_2 \) are deleted. The upper tree in 27 represents the combination of a (lexical) head with its complement. \( t_1 \) is positioned before \( t_2 \). The condition that \( t_1 \) has to have exactly one node corresponds to Chomsky’s assumption that the first Merge is a Merge with a complement and that all further applications of Merge are Merges with specifiers (Chomsky 2008:146).

A common assumption in current minimalist theories is that movement is feature driven: that is, an item moves to a special position in a tree structure to check a feature. An example would be a \( \text{wh} \)-element that is specified as \( \overline{\text{wh}} \) and has to check this feature in a specifier position of a CP. In Stabler’s system, movement and feature checking are done in the definition of internal Merge, which is given in 28.\(^{23}\)

\[
\text{im}(t_1[+f]) = \begin{cases} 
  t_2 \quad \text{if } t_2 \text{ has the feature } \overline{f} \text{ with the value } - \\
  t_1 \{t_2[\overline{f}] \mapsto \varepsilon\} \quad \text{otherwise}
\end{cases}
\]

t_1 is a tree with a subtree \( t_2 \) that has the feature \( f \) with the value ‘−’. This subtree is deleted \( (t_2[\overline{f}] \mapsto \varepsilon) \), and a copy of the deleted subtree without the −f feature \( (t_2^\overline{f}) \) is positioned in specifier position. The element in specifier position has to be a maximal projection. This requirement is visualized by the raised \( \text{‘}>\text{’} \).

Stabler provides an example derivation for the clause in 29.

\[
(29) \ \text{who Marie praises}
\]

Praises is a two-place verb with two =D features. This encodes the selection of two determiner phrases. Who and Marie are two Ds, and they fill the object and subject positions of the verb. The resulting verbal projection Marie praises who is embedded under an empty complementizer that is specified as +\text{wh} and hence provides the position for the movement of who, which is placed in the specifier position of CP by the application of internal Merge. The −\text{wh} feature of who is deleted, and the result of the application of internal Merge is who Marie praises.

This analysis has a problem that was pointed out by Stabler himself in unpublished work cited by Veenstra (1998:124): it makes incorrect predictions in the case of monovalent verbs. If a verb is combined with an NP, the definition of external Merge in 27

\(^{23}\) In addition to what is shown in 28, Stabler’s definition contains a variant of the shortest move constraint, which is irrelevant for the discussion at hand and hence is omitted.
treats this NP as a complement and serializes it to the right of the head.\(^{24}\) Instead of analyses of sentences like 30a, one gets analyses of strings like 30b.\(^{25}\)

\[(30) \begin{align*}
a. & \quad \text{Max sleeps.} \\ b. & \quad \text{*Sleeps Max.} \\
\end{align*}\]

To solve this problem, Stabler assumes that monovalent verbs are combined with a nonovert object (Veenstra (1998:61, 124), quoting Stabler’s unpublished work, also adopts this solution).\(^{26}\) With such an empty object the resulting structure contains the empty object as a complement. The empty object is serialized to the right of the verb, and Max is the specifier and hence serialized to the left of the verb, as in 31.

\[(31) \text{Max sleeps __.}\]

Of course, any analysis of this kind is both stipulative and entirely ad hoc, being motivated only by the wish to have uniform structures. Moreover, it exemplifies precisely one of the methodological deficiencies of transformational generative grammar (the excessive appeal to uniformity) discussed at length by Culicover and Jackendoff (2005: §2.1.2).

Apart from the two operations that were defined in 27 and 28, there are no other operations in MG.\(^{27}\) In addition to the problems with monovalent verbs, this results in the problem that was discussed in §2.2: there is no analysis with a direct combination of verbs for 21—repeated here as 32.

\[(32) \text{He [knows and loves] this record.}\]

The reason is that the combination of knows, and, and loves consists of three nodes, and the Merge of knows and loves with this record would make this record the specifier of the structure. Therefore, this record would be serialized before knows and loves, contrary to the facts. Since the set of languages that can be generated with MGs contains the languages that can be generated with certain TAGs and with combinatorial CG (Michaelis 2001), the existence of a CG analysis implies that the coordination examples can be derived in MGs somehow. But for linguists, the fact that it is possible at all to generate a certain string (the weak capacity of a grammar) is of less significance. The actual structures that are licensed by the grammar are important (the strong capacity).

**Directional minimalist grammars and categorial grammar.** In addition to the reintroduction of X\(^0\) categories, this problem can be solved by changing the definition of Merge in a way that allows heads to specify the direction of combination with their arguments: Stabler (2011:635) suggests marking the position of an argument relative to its head together with the selection feature and gives the following redefinition of external Merge:

\[^{24}\text{Compare also Chomsky’s definition of specifier and complement in §2.2.}\]
\[^{25}\text{More elaborated analyses assume that the subject of a verb has to move to the specifier position of a Tense Phrase (TP). These analyses would not license 30b, but they would fail to derive 30a since Max would be treated as a complement rather than a specifier.}\]
\[^{26}\text{An alternative that was pointed out to me by Joost Kremers would be to assume an empty verbal head that takes sleeps as complement and Max as subject. Such an analysis is often assumed for ditransitive verbs in minimalist theories that assume Larsonian verb shells (Larson 1988). Although this may work technically, there is no theory-external evidence for such an empty head. On the contrary: Müller and Wechsler (2014: §6.1, §7) pointed out empirical problems for analyses based on little v.}\]
\[^{27}\text{For extensions see Frey & Gärtner 2002:§3.2.}\]
The position of the equals sign specifies on which side of the head an argument has to be realized. This corresponds to forward and backward application in CG. Stabler calls this form of grammar directional MG (DMG). This variant of MG avoids the problem with monovalent verbs, and the coordination data is unproblematic as well if one assumes that the conjunction is a head with a variable category that selects for elements of the same category to the left and to the right of itself. *Know* and *love* would both select an object to the right and a subject to the left, and this requirement would be transferred to the result of coordinating *knows* and *loves*. See Steedman 1991:264 for the details of the CG analysis and Bouma & van Noord 1998:52 for an earlier HPSG proposal involving directionality features along the lines suggested by Stabler for his DMGs.

**Minimalist grammars and head-driven phrase structure grammar.** The notation for marking the head of a structure with ‘>’ and ‘<’ corresponds directly to the HPSG representation of heads. Since HPSG is a sign-based theory, information about all relevant linguistic levels is represented in descriptions (phonology, morphology, syntax, semantics, information structure). An example is given in 34: the lexical entry for the word *grammar*.

(34)  
```
| PHON | ⟨ˈgræmər⟩ |  
| SYNSEM|LOC | HEAD noun  
| CAT | spr ⟨DET⟩  
| CONT | [inst X  
| loc | grammar  
```

The part of speech of *grammar* is noun. In order to form a complete phrase, it requires a determiner. This is represented by giving the spr feature the value ⟨DET⟩. Semantic information is listed under CONT. The details cannot be explained here further, but the interested reader is referred to Pollard & Sag 1994 or Müller 2013d.

Since we are dealing with syntactic aspects exclusively, only a subset of the used features is relevant: valency information and information about part of speech and certain morphosyntactic properties that are relevant for the external distribution of a phrase are represented in a feature description under the path SYNSEM|LOC|CAT. The features that are particularly interesting here are the so-called head features. Head features are shared between a lexical head and its maximal projection. The head features are located inside CAT and are grouped together under the path HEAD. Complex hierarchical structure is also modeled with feature value pairs. The constituents of a complex linguistic object are usually represented as parts of the representation of the complete object. For instance, there is a feature HEAD-DAUGHTER, the value of which is a feature structure that models a linguistic object that contains the head of a phrase. The head feature principle (35) refers to this daughter and ensures that the head features of the head daughter are identical with the head features of the mother node: that is, they are identical with the head features of the complete object.
Identity is represented by boxes with the same number.

Ginzburg and Sag (2000:30) represent all daughters of a linguistic object in a list that is given as the value of the daughters attribute. The value of the feature head-daughter is identified with one of the elements of the daughters list.

(36) a. \[
\begin{array}{l}
\text{HEAD-DTR} \langle 1 \alpha, \beta \rangle \\
\text{DTRS}
\end{array}
\]

b. \[
\begin{array}{l}
\text{HEAD-DTR} \langle \alpha, \beta \rangle \\
\text{DTRS}
\end{array}
\]

\(\alpha\) and \(\beta\) are shorthands for descriptions of linguistic objects. The important point about the two descriptions in 36 is that the head daughter is identical with one of the two daughters, which is indicated by the 1 in front of \(\alpha\) and \(\beta\), respectively. In the first feature description, the first daughter is the head; in the second description, the second daughter is the head. Because of the head feature principle, the syntactic properties of the whole phrase are determined by the head daughter. That is, the syntactic properties of the head daughter correspond to the label in Chomsky’s definition. This notation corresponds exactly to the one that is used by Stabler: 36a is equivalent to 37a, and 36b is equivalent to 37b.

(37) a. \[
\begin{array}{c}
\langle \alpha, \beta \rangle
\end{array}
\]

b. \[
\begin{array}{c}
\langle \alpha, \beta \rangle
\end{array}
\]

An alternative structuring of this basic information, discussed by Pollard and Sag (1994:Ch. 9), eliminates the daughters feature, using instead the two features head-daughter and non-head-daughters. This gives rise to feature descriptions like 38a, which corresponds directly to Chomsky’s set-based representations, discussed in §2.1 and repeated here as 38b.

(38) a. \[
\begin{array}{l}
\text{HEAD-DTR} \alpha \\
\text{NON-HEAD-DTRS} \langle \beta \rangle
\end{array}
\]

b. \[
\{\alpha, \{\alpha, \beta\}\}
\]

The representation in 38a does not contain information about the linear precedence of \(\alpha\) and \(\beta\). The linear precedence of constituents is constrained by linear precedence rules, which are represented independently from constraints regarding (immediate) dominance.

The definition of internal Merge in 28 corresponds to the head-filler schema in HPSG (Pollard & Sag 1994:164). Stabler’s derivational rule deletes the subtree \(t_2[-f]-\). HPSG is monotonic; that is, nothing is deleted in structures that are licensed by a grammar. Instead of deleting \(t_2\) inside of a larger structure, structures containing an empty element (NB—not a tree) are licensed directly.\(^{28}\) Both in Stabler’s definition and in the HPSG schema, \(t_2\) is realized as a filler in the structure. In Stabler’s definition of internal Merge the category of the head daughter is not mentioned, but Pollard and Sag (1994:164) re-

\(^{28}\) See Bouma et al. 2001 for a traceless analysis of extraction in HPSG and Müller 2013c:§11.9 for a general discussion of empty elements.
strict the head daughter to be a finite verbal projection. Chomsky (2007:17) assumes that all operations but external Merge operate on phase level. Chomsky assumes that CP and v*P are phases. If this constraint is incorporated into the definition in 28, the restrictions on the label of t₁ would have to be extended accordingly. In HPSG, sentences like 39 have been treated as VPs, not as CPs, and hence Pollard and Sag’s requirement that the head daughter in the head-filler schema be verbal corresponds to Chomsky’s restriction.

(39) Bagels, I like.

Hence, despite minor presentational differences, we may conclude that the formalization of internal Merge and that of the head-filler schema are very similar.

An important difference between HPSG and Stabler’s definition is that ‘movement’ is not feature driven in HPSG. This is an important advantage since feature-driven movement cannot deal with instances of so-called ‘altruistic’ movements (Fanselow 2003), that is, movements of a constituent that happen in order to make room for another constituent in a certain position. See also Bildhauer & Cook 2010:72 for a discussion of such altruistic multiple frontings in German.

A further difference between general X’ theory and Stabler’s formalization of internal Merge on the one hand and HPSG on the other is that in the latter case there is no restriction regarding the completeness (or valence ‘saturation’) of the filler daughter. Whether the filler daughter has to be a maximal projection (English) or not (German) follows from restrictions that are enforced locally when the trace is combined with its head. This makes it possible to analyze sentences like 40 without remnant movement. 29

(40) Gelesen, hat das Buch keiner __ __ j.
read has the book nobody
‘Nobody has read the book.’

In contrast, Stabler is forced to assume an analysis like that in 41b (see also G. Müller 1998 for a remnant movement analysis). In a first step, das Buch is moved out of the VP (41a), and in a second step the emptied VP is fronted, as in 41b.

(41) a. Hat [das Buch], [keiner [VP __ gelesen]].
b. [VP __, Gelesen], hat [das Buch], [keiner __].

Haider (1993:281), De Kuthy and Meurers (2001:§2), and Fanselow (2002) showed that such remnant movement analyses are problematic for German. The only phenomenon that Fanselow identified as requiring a remnant movement analysis is the problem of multiple frontings (see Müller 2003a for an extensive discussion of relevant data). An alternative analysis of these multiple frontings that uses an empty verbal head in the Vorfeld (the position before the finite verb in root clauses) is developed in Müller 2005a,b, 2013b, but it does not assume that adjuncts or arguments like das Buch in 41b are extracted from the Vorfeld constituent. Instead of the remnant movement analysis, the mechanism of argument composition from CG (Geach 1970, Hinrichs & Nakazawa 1994) is used to ensure the proper realization of arguments in the sentence. Chomsky (2007:20) already uses argument composition as part of his analysis of TPs and CPs. Hence, both remnant movement and argument composition are already assumed in recent minimalist proposals. The HPSG alternative, however, would appear to need less theoretical apparatus.

29 See also Müller & Ørsnes 2013a for an analysis of object shift in Danish that can account for verb fronting without remnant movement. The analysis does not have any of the problems that remnant movement analyses have.
Finally, it should be mentioned that all transformational accounts have problems with across-the-board extractions like 7b and 42 in which one element corresponds to several gaps.

(42) The man who, [Mary loves __ i] and [Sally hates __ i] computed my tax.

This problem was solved for GPSG by Gazdar (1981), and the solution carries over to HPSG. Furthermore, movement paradoxes (Bresnan 2001:Ch. 2) can be avoided by not sharing all information between filler and gap, a solution that is not available for transformational accounts, which usually assume identity of filler and gap or—as in the copy theory of movement—assume that a derivation contains multiple copies of one object, only one of which is spelled out. See also Borsley 2012 for further puzzles for, and problems of, movement-based approaches.

3. CONCLUSIONS. In §1 I showed that Jackendoff’s proposal to store certain constructions together with phrase-structural information is problematic. In particular, all phenomena that interact with valence-changing processes like active/passive alternations and/or with derivational morphology should not be treated in terms of complete tree structures that are assigned a meaning. Rather, lexical items should represent the combinatoric potential of the involved elements. I agree with all other things that were said in his discussion note in Language (Jackendoff 2011). In particular, there are various reasons to model grammar in a constraint-based fashion, as is done in LFG (Kaplan 1995), HPSG (King 1999, Pollard 1999, Richter 2007), and also variants of minimalism (Veenstra 1998). I have also demonstrated various shortcomings of extant definitions of Merge (labeling and determination of specifier/complement status) and shown how Merge can be reformulated using feature-value pairs. This shows that a rather straightforward constraint-based representation of Merge is possible. If all shortcomings of the existing proposals are fixed, one ends up with a representation that has been standardly assumed in the HPSG community for quite some time now. However, Sag (2010) has argued that the head-filler schema should be viewed as a most general common denominator for a ‘family’ of filler-gap constructions in English, each of which involves more specific constraints regarding meaning (interrogative, exclamative, etc.) and form (inversion, filler category, and so forth). In addition, Bildhauer and Cook (2010), among others, have suggested information-structural constraints on head-filler structures of various kinds.

So, there is a constraint-based formalization of Merge that may play a role in an adequate theory of language. However, as is repeatedly pointed out by researchers working in constructionist theories: Merge alone is not sufficient for licensing structures if one does not want to make stipulative assumptions. An example is Jackendoff’s N-P-N construction (Jackendoff 2008). As Jackendoff argued, there is no element in the N-P-N construction that could plausibly function as a head. Since it is assumed in minimalism that all structures are headed and licensed by binary Merge, Jackendoff’s N-P-N construction and similar constructions pose a challenge for minimalist theories. What proportion of a language has to be described with phrasal constructions in Jackendoff’s sense and what has to be described lexically is an open issue that has to be decided empirically. See for instance Budde 2010, Maché 2010, G. Müller 2011, and Ørsnes 2011 for proposals for analyses of Jacobs’s verbless directives (2008) (an example for such directives is In den Müll mit diesen Klamotten! ‘Into the garbage with these duds!’).

To conclude: A theory of language has to meet at least the following desiderata (many of which were mentioned in or follow from Jackendoff’s discussion note):

• strongly lexicalist orientation (Sag & Wasow 2011 and §1 of this discussion note)
• parallel/sign-based architecture, including constraints on phonology, morphology, syntax, semantics, and information structure and the interactions between the various levels of linguistic description (Kuhn 2007, Jackendoff 2011)
• inclusion of both headed and nonheaded configurations (Jackendoff 2008, Jacobs 2008)

Sag and Wasow (2011) added another important property: that of being surface-oriented. Being surface-oriented does not mean that there is no movement or anything equivalent. Nor does it preclude the existence of phonetically empty elements. (In fact, many proposals with empty elements can be recast without empty elements (Bar-Hillel et al. 1961), but crucial insights sometimes get lost in grammars that do not use such elements (Bender 2000, Sag et al. 2003:464, Müller 2004).) What it does mean is that analyses like the one by Laenzlinger (2004) are excluded. Laenzlinger assumes a Kayneian analysis of German: that is, the base order is assumed to be SVO (contrary to all wisdom in the linguistic community that treats German as an SOV language (Bach 1962, Bierwisch 1963, Reis 1974, Koster 1975, Thiersch 1978, Haider 2010)), and the visible orders are derived from this base configuration by a set of iterated movements that can only be established because several empty functional heads are introduced into the theory. In addition to being psycholinguistically implausible, it is unclear how such grammars could be acquired in language acquisition, given what we know about innateness and language acquisition today (see below).

Returning to the desiderata for linguistic theories, HPSG is a framework that has the desired properties. Most of them were available in early versions of HPSG, and the possibility of describing complex linguistic objects via multiple inheritance hierarchies was established in 1997 (Sag 1997). Since then, HPSG has been well suited to meet the requirements of current linguistic research. HPSG differs from many minimalist proposals in assuming rich descriptions of the arguments of a head: the linguistic objects are described by complex, internally structured feature descriptions. Note, however, that it has been argued in the MP literature that a description of this kind, based on the notion of feature values and feature structures, is also needed in the minimalist framework (Sauerland & Elbourne 2002:290–91).

I have shown in §1 that instead of a phrasal configuration for rumble constructions, a rich lexical representation (a lexical construction in the sense of Kay 2005) is needed, which is used in linguistic structures that are licensed by the head-specifier schema, the head-complement schema, and the head-filler schema (equivalent to the subcases of Merge and Move). Therefore, there seems to be convergence between theories in several respects. Of course, this is an impression that one gets only if one ignores certain details and also sociological issues. For instance, the question of how detailed a linguistic analysis should be is answered differently in different theoretical communities: see, for instance, Borsley 2006 and Sag 2010 for the fine-grained distinctions that set apart various types of filler-gap constructions in English, which are usually not addressed in GB/MP proposals. Another question is what counts as an explanation and what primitives/assumptions come without additional costs. For instance, Cinque and Rizzi (2010: 54, 61) assume that every morphosyntactic property corresponds to an independent syntactic head. Furthermore, they assume (pp. 55, 57) that there are at least 400 of these heads and that the respective categories are innately specified as part of UG. Structures have to contain these heads, but the heads can be empty. This is in sharp contrast to other theories that try to avoid unnecessary structure and the stipulation of empty heads.
Since identifiability in the limit, in the sense of Gold 1967, turned out to be irrelevant for cognitive science (Pullum 2003, Johnson 2004), and hence there is no mathematical proof for the poverty of the stimulus, and given that it could be shown that pace Chomsky 1957:16 statistical information in the linguistic signal is very rich (Abney 1996: §4.2) and can be used to infer complex structure (for instance about auxiliary inversion in English, which played an important role in the poverty-of-the-stimulus discussion (Bod 2009)), it seems rather unlikely that humans have an innate, linguistically rich UG.\textsuperscript{30} This has been acknowledged by many working in different paradigms and will influence the way in which analyses are judged. For instance, analyses that motivate an empty functional Topic head on the basis of an overt morpheme in Japanese, or empty AgrO heads in German on the basis of object agreement in Basque, or an empty anti-passive head in German on the basis of Chukchi can no longer be accepted as well motivated.

In addition to the new results regarding the poverty of the stimulus, we now have new experimental methods and huge amounts of data in the form of unannotated and annotated corpora (see for instance Schäfer & Bildhauer 2012) that can be used to verify claims and explore phenomena in greater depth (Müller 2007b, Meurers & Müller 2009).

Though there are huge differences in details of the analyses and in the way research is done in different communities, I am not as pessimistic as Sternefeld and Richter (2012), since there are also some signs of convergence, as I hope to have shown in this discussion note. Perhaps there will be further convergence in the next years, and we can unify everything.
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